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ABSTRACT

The cold standby system is widely used to improxesn reliability. Supposing that the
lifetime of each unit follows gamma distributiorid article deals with the reliability

assessment for cold standby system under Typestirpssive censoring with binomial

removals. Maximum likelihood and Bayesian estimadiofor the scale parameter,
probability of removal and reliability indices ofystem are derived. Besides, we
demonstrate the effects of removal probability ba estimators and some numerical
results by Monte Carlo simulation for illustratiparposes.

Keywords: Cold standby system; Type-ll progressive censorBigiomial removals;
Gamma distribution; Maximume-likelihood estimatoresian estimator

1. Introduction
The most common censoring schemes are Type-l apd-lTycensoring, which don't
allow for functioning items to be removed from tdmfore the completion of the
experiment. But some units need to be removed flaniest in advance for time limit or
other purposes. As a result, progressively Typeehsoring scheme is introduced. In
recent years, many authors have developed thea&iimprocedures for some lifetime
distributions under progressively censored schelitie pre-fixed number of removals,
such as [1-6]. However, the number of removalsaghestage is random in most real
situations, so Yuen and Tse [7], Tse [8] et al.ppe®d that the number of removals at
each failure time followed a discrete uniform amaolmial distribution for progressively
censored Weibull distribution respectively. Frorartton, progressively Type-Il censoring
scheme with random removals has been consideredsixely such as [9-11]. But none
of their papers involved how the removal probapitiaffected parameter estimations.
Non-repairable cold standby system with componkatsng exponential time-to-failure
distributions has been well studied. Ref. [12] dA@] have considered Bayesian
estimation of reliability performances for coldrstiay series system under progressively
and general progressive Type-Il censored data cégply. In fact, gamma distribution
can be used as a good approximation for severaponent lifetime distributions. But
studies on cold standby system with gamma compsragatrare.

In this paper, we therefore consider gamma diginbhuor component lifetime and
conduct reliability assessment for the cold stansistem under progressive censoring
scheme with binomial removals. Section 2 presertisief overview of model and the
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system description. The Maximum likelihood estimas (MLEs) and Bayesian
estimations for parameters, reliability functionean time to failure (MTTF) and hazard
rate are demonstrated in section 3 and sectiornindllf section 5 and section 6 offer
simulation results and conclusions respectively.

2. Some assumptions and model description

2.1. Some assumptions

Assume that the cold standby system under disqussinsists of n components and one

completely reliable switch and satisfies the follogvassumptions.

() Initially one unit is operating and the remaining munits are in cold standby. The
standby component will be switched to the operasitaje once the functioning unit
fails. The system stops working only if all the qgumnents fail.

(2) Units neither fail nor age when they are in thedhy state.

(3) The lifetime of each unit is identical and indepemidrandom variable with gamma
distribution, which has the probability density ¢tion (PDF) as follows

ft)=At""e" /T (a),t=0,0,A>0 (D)

Herer (a) = j:t”‘le“dt , a is the shape parameted,is the scale parameter.

Wheng is a known integer, the cumulative density functi@DF) of gamma distribution
has the following closed-form expression

a-1 . © .
F(t;a,A)=1-> ™ (At) /il=) e (At) /i 2
i=0 i=a
We derive the lifetimeT of cold standby system with n gamma units with PDF
f(t) =A™t e /T (na),t20,a,1 >0 ?)

Then the reliability function, MTTF and hazard rdte cold standby system are
given as follow, respectively.

na-1

R =€) (4t) /i “4)
r) = A”L’t“‘"ﬂ(na—1)1n_az_l(/1t)i [ (5)
MTTE =na/ A _ (6)

2.2. Model description
Assume that N units from gamma distribution withAFP(1) and CDF (2) are placed on
test simultaneously. When the first failure is oked, r, surviving units are randomly

removed from the test. Similarlyr, of the remaining\N-2-r, units are randomly

removed when the second failure is observed. Bsisis terminated until theth failure
is observed and, =N-m-r, —-r,—--r__,surviving units are all removed. Progressively

censored sample is denoted Y¥ (x,X,,....X, ). As well discussed as before, some

surviving items are removed from the test via theimial probability law with certain
probabilityp.Then the probability of a removal ath stage is
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N - _I—l k Zk
PR =r|R, :rl,...,RI:rl):{ m ;r Jpr p) =
ri

i-1
wherer, =0,0s, <N-m->r,i=12,..m- ..

j=1
Therefore the joint probajbility distribution ofR,R,,...,R,, )is given by
PRP)=PR4=rilR=l0R=M PR 2= 5 IR 3= M- - R=1)). PR =T,
=AD" 1-p)™
(7)
whereA =(N-m)![(N —m—irj)! Iﬂll ™ ,m= nfri ,m, =(m-1)(N —m)—r_nz_i(m—i)ri .
= = =

The likelihood function under progressive Type-insoring with pre-fixed number of
removals is

L(X[A) =A m FOCIDR=FOx 1A, A = N(N—l—fl)---(\l—_mz_ (+ 1. 8

Further, we assume thet=(x,x,,...,X, )is independent witR=(r,...,r,), then the full

likelihood function has the following expression
L(X;4,p) =L(X[1)P(R,p) 9)

3. Maximum likelihood estimation
Substituting (1)- (2) and (7)-(8) into (9), we have
LG4, ) = AR, e ™ [0 A A 1= B DA e [T 16" P
(10)
WhereT(,:Zm:x +iﬂ>§ Tau= g(/bg)k /k!.
Then we Ialerivelztlhe correspko:?mding log-likelihooddhion of (10) as the following form

(A, p)=C+mainA-AT +Zr InT, ,_ 1+iri In p+[(N—m)(m—1)—§(m—i)ri]ln(1— p)

So the MLE ofpandj can be obtained by solving the following two eqoasi 4
=P~ )N -mm-1)- 3 i) = (12)
%:W/A T+z XIT,,=0 (13)

whereT, ,_, = é(/bg)k/k! . From Eqg. (12), we can get MLE ptlirectly as

fJ:[(N—m)(m—l)—f(m—i -, ]‘1§ri (14)

~ e

But (13) is a nonlinear equation, we can only adtmpative method to derive the MLE
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of 1. We formulatel =1/6 and the iterative formula is given by
m a-1

Gen=(ma) Ty = Y XL ~(@ D)1 Y 67X k) ) (15)
i=1 k=0

According to the invariance of the MLE, substitgtininto (4)-(6), we can obtain the
MLE of the reliability function, hazard rate and MF of the cold standby system as
follows, respectively.

na-1

Ry=e™y (4t) rit (16)
Ft) = j”"t""-l[(na—1)!n_f(/it)i s (17)
MTTE =na/A (18)

4. Bayesian estimation

In this section, we discuss Bayesian estimationpavhmeters and reliability indices
under square loss function and Linex loss functiespectively.
We take a beta distribution and a gamma distrilbugie the prior distribution gfanda

respectively. Then we have

m(p) =[M(c+d)/T(Qr(d)]p*1-p*"  0<p<lc>0d>0 (19)
aA) =[b*/T(@]A %™  abA>0 (20)
We assume thatis independent of , then the joint prior opandi is
(A, p) = m(A)m(p) = [b* I T (@) A* e [M(c+d)/ T(9I(d)] p (1 - p ™ (21)
Thus, we obtain the posterior distribution faand A of the following form respectively
(p| X, A)= [ u+v)/Turmp~@-p)" (22)
_ yma+a-1-A(To+b, 3 ® yma+a-1-A(Ty+b, T T
A | p,X)= AT e )|:1|Ti,a-1/joA eI T dA (23)

where u :Elri +c,v=(m-1)(N —m)—f(m—i)ri +d.
i=1 i=1

4.1. Bayesian estimates under squareloss function
Reference [14] indicates that the Bayesian estomatif parameter under square loss
function L(6,d) = (6-d)?has the forn@BS:jeeﬂ(HM)de, wheren(@| X)ando are the

posterior density function and domain of the pateameespectively.
Thus, the Bayesian estimates of the parameteigivae by
Pes =U/(U+V) (24)

o = [ A P T Tl [ A [T (25)

Similarly, we can derive Bayesian estimations ef thliability, hazard rate and MTTF of
the cold standby system by

ﬁBs ®= J:o R(t)A ma-+a-1y=(b+Tp)A I—‘I T

i,a-1

dA/ [ Ametg O |'J T, dA (26)
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res(t) = [ rp)A™ e ™ |‘J T dA ] [T Ametg ¢ ” T _dA (27)
MTTFes = [ “naa™ = 2e ™™ |‘] T dA ] [ ATt ! |‘] T, ,dA (28)

It's clear that (25)-(28) can't be evaluated arebity, so we will use numerical
technique and the results are presented in segtion

4.2. Bayesian estimates under Linex loss function

As is proved in reference [15], the Bayesian edtnud the parameter under Linex loss
functionL(6-8) 0@ ? -1(6-6)-1,1 #0has the form s (X) = -1 InE(e™? | X)

Therefore, the Bayesian estimatiompaid has the form

Pe, =1 INT(u+Vv) =InT(u) =InT(V) +In[J‘01e"p P @ - p)'dp]

jBL = —1{ln[J'm/]rm+a—1e—/l(To+b+l) I_J -|-i‘ria_ld/]] _|n[J‘O°°/]m+a-1e-ﬂ(To+b) I_J -Er;_ld/]] }

0

(29)
(30)

Also, we adopt numerical method to derive solutiansl the results can be found in
section 5.

5. Smulation results

By using the algorithm proposed by Balakrishnar],[h& generate a progressive Type-l|
censoring sample from the gamma distribution foeedi values ofN =50, m=20
n=5,a=3,1=8,a=3,b=0.2c=1d = 1,t=1,1 =0.5.Substituting the above datum in
(4)-(6), we can derive the real values of reliapiliindices, namely

R(t) =0.9827r { )= 0.1378/TTF =1.87

Setting the probability of removal=0.5, we first generate a sample and obtain the MLE
and Bayesian estimator of andp. Then we repeat the above steps 1000 times. In the
end, we calculate the relative error (RE) and nssprare error (MSE) of parameters and
reliability indices of the cold standby system. Tiesults are provided in Table 1 and
Table 2.

A p
Evaluation [ E BS BL MLE BS BL
RE 0.026: 0.009¢ 0.013: 0.019¢ 0.0187 0.0167
MSE 0. (657 0.045¢ 0.0476 0.004: 0.003¢ 0.003¢
Table 1: The RE and MSE of the estimafor A andp
R(t t
Evaluation © r® MTTF
MLE BS MLE BS MLE BS
RE 0.0175 0.0087 0.7999 0.3929 0.036p 0.0098
MSE 0.0016 0.0002 0.0635 0.0104 0.053b6 0.0294

Table 2: The RE and MSE of the estimafor reliability indices
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In order to illustrate the influence pfon the evaluations, we plot the variation trends of
RE and MSE of the estimator of with p ranging from 0.1 to 0.9. (See the Fig. land
Fig.2).

Relative Errar {lambda)

Figure 1: The variation trends of RE far

MSE 2
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Figure 2: The variation trends of MSE far
From Table 1, we can see Bayesian estimatorsi pérform better than the MLE,
especially under square loss function. Under Liloss function, the Bayesian estimation
of pis better than other two estimates. From Tablet 25 iobvious to know that the

Bayesian estimations of reliability indices arefened to the MLE.
Fig.1 and Fig.2 tell us the Bayesian estimatory Yardly, while the MLE performs
better and better witp ranging from 0.1 to 0.9. So the Bayesian estimatame robust.

6. Conclusion
In this paper, we discuss the MLEs and Bayesiamatts of parameters and reliability
indices of the cold standby system based on prseiyedg Type-Il censored samples with
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binomial removals. The numerical simulations inthcéhe Bayesian method is more
satisfactory. What's more, we conclude that theiwalfpdon’t have any effects on the
Bayesian estimation, while the MLEs of parameteexfggm better and better
with pincreasing.
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