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ABSTRACT 
In this paper we have given a new proof of Lyndon's Simple Identity Theorem - a 
theorem which is crucial in his determination of the cohomology of a single-relator 
groups. We have also generalized a theorem of Steinberg on determination of roots 
of a word in a free group. 
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1. Introduction 
 
The paper has two parts. In the first part we have given a new proof of Lyndon's 
Simple Identity Theorem and in the second part we have generalized a theorem of 
Steinberg about the roots of a word in a free group. 
 
(A) Lyndon [5] proved an important theorem called the Identity Theorem in 
connection with his complete determination of the cohomology of groups with a 
single defining relation. Also Huebschmann [3] used this theorem for determination 
of cohomology of another important class of groups, viz, the small cancellation 
groups. We state this theorem below. 
 
We recall that a word w in a free group on generators xi is said to be reduced if it 
does not contain adjacent symbols 

ie
ix and 

ie
ix−

, and it is said to be cyclically 

reduced if its first and last symbols are not 
ie

ix and 
ie

ix−
, ei = ±1. 

  
Identity Theorem 1 ([5], P.658) 
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Let F be the free group on generators x1,....., xn+s (and possibly other generators yi); 
let r1,....,rn be cyclically reduced words in F such that, for each t, xt and xt+s are the 
first and last (in order of subscript) of the xi that occur in rt. Let each rt = 

tf
iw , for ft 

maximal; and let R be the smallest normal subgroup of F containing r1,.....,rn. If 

∏
=

−
m

i

i
e

ti srs i

i

1

1
 = 1 (si ∈ F; ei = ±1, ti = 1, …, n), 

then the indices 1,...,m can be grouped into pairs (i, j) such that ti = tj, ei = −ej, and, 
for certain integers ci, si ≡ sj

i

i

c
tq (mod R). 

 
The following is an equivalent form of the Identity theorem [5]. 
 
Theorem 2 ([5], P.659) 
 
The Identity Theorem is equivalent to the theorem obtained by replacing the 

condition  )(
1

1∏
=

−
m

i

i
e

ii srs i

= 1 by the condition that this product lies in the commutator 

subgroup [R, R]. 
 
In case of a single relation r, the condition that r be cyclically reduced is supperflous 
and we obtain: 
 
 
Theorem 3 (The Simply Identity Theorem). Let r = qf, for f maximal, be a word in 
the free group F, and R the normal closure of r, then 

)(
1

1∏
=

−
m

i

i
e

i srs i

= 1 

implies that the indices can be grouped into pairs (i, j) such that ei = −ej, and, for 
certain integers ci, si ≡ sjqci (mod R) 
 
(B) In this paper we have used the derivatives of Fox’s free differential calculus [1] 
to determine the roots of a word w = 

1

1
px ….

kp
kx where pi is a prime, thus 

generalizing Steinberg’s Theorem for k = 2. 
 
Let F be a free group with a basis {x1, x2, …., xn}. Let r ∈ F. An element r in F is 
called a root of w (in F) if w is contained in the normal closure of r. 
There is another definition of a root [6] which we do not consider here. 
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The word problem for a single-relator group solved by Magnus [7] is the algorithmic 
problem of determining whether r is a root of w. However the problem of 
determining all roots r of a given word w is difficult and has been solved only in 
simple cases. Steinberg [8] determined all roots of xkyl. 
 
2. Let F be a field with basis X and R a normal subgroup of F with basis Y and let G 

= R
F

.Let F and R be the kernel of the ring homomorphisms ε : ZF → Z and π : ZG 

→ Z, given by   ε(w) = 1 and π(g) = 1, for each w∈F, g∈G. Then F and R are free on 
{x − 1 | x ∈ X} and              {y − 1 | y ∈ Y} as left ZF- modules. (see Gruenberg [4], 
p.33) 
 
Theorem 4 ([4], P.37). If F is a free group with basis X and R is a normal 

subgroup of F with basis Y, Then R
R

′  is a left ZG-module isomorphic to RF
R

, 

where F and R are defined as above, and R
R

′ →RF
R

 given by f(r R') = (r-1) + 

RF is a ZG-isomorphism. 
 
We shall now state The Simple Identity Theorem in the form of Theorem 2 and 
prove it by using Fox’s free derivatives and Theorem 4. Since for a free group F 
with a basis X, F is a free left ZF- module on {(x − 1) | x ∈ X}, for each w∈F, 

 w−1= ∑ ∂
∂

X x
w

defines x
w

∂
∂

 uniquely as an element of ZF. x
w

∂
∂

’s are called Fox’s 

free derivatives (left). 
 

Theorem 5 (The Simply Identity Theorem). Let G  = R
F

 be a torsion free−group 

with a single defining relation, where F is a free group with the basis X and R is the 
normal closure of r. If 

w = ∏
=

n

i 1
(si

−1reisi), (si ∈ F, ei = ±1) 

is an element of [R, R], then the indices i’s can be grouped into pairs (j, k) such that 
ej = −ek and sj ≡ sk (mod R). 
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2

11 −e

2

1−je

2

11 −e

2

1−je

Proof of Theorem 5. Let w =∏
=

n

i 1
(si

−1reisi) ∈ R′, then by Theorem 4, w −1∈RF. 

Since 

w −1 = )1( −
∂
∂∑

∈

x
x
w

Xx
 by Lemma 4(ii) of Gruenberg [4], p.33, 

Theorem 4 implies that, for each x ∈ X, x
w

∂
∂

∈ R. 

Now 

x
w

∂
∂

 = [−s1
−1

x
s

∂
∂ 1

 + s1
−1e1r          

x
r

∂
∂

 + s1
−1re1

x
s

∂
∂ 1

] 

+ ∑
=

n

j 2
∏

−

=

1

2

j

k
(sk

−1reksk) [−sj
−1

x
sj

∂
∂

 + sj
−1ejr         x

r
∂
∂

 + sj
−1rej x

sj

∂
∂

] 

= [s1
−1(re1−1) x

s
∂
∂ 1

 + s1
−1e1r         x

r
∂
∂

] 

 + ∑
=

n

j 2
∏

−

=

1

2

j

k
(sk

−1reksk) [−sj
−1

x
sj

∂
∂

+ sj
−1ejr  

x
r

∂
∂

 + sj
−1rej

x
sj

∂
∂

]                              (1) 

For each ϕ ∈ ZF, we denote π(ϕ) by ϕ  where, π : ZF → ZG is the ring 
homomorphism induced by the canonical homomorphism F → G. Since  

   x
w

∂
∂

 ∈ R, x
w

∂
∂

 = 0.  

Hence  from   (1)   we  obtain (∑
=

n

i 1
ei is −1) x

r
∂
∂

=0,                   (2),     in ZG. 

                                                                    

Now x
r

∂
∂

 ≠ 0; for otherwise, x
w

∂
∂

 ∈ R, for each x, and so, r −1∈ RF, and so by 

Theorem 5, r∈R′, R
R

′  = 0. Since R
R

′  is a free abelian group with basis {(y − 1) | y ∈ 

Y}, we thus have a contradiction to the definition of R. By the Theorem of Brown [1] 
QG and hence ZG has no zero divisors. Therefore from (2) we obtain 

(∑
=

n

i 1
ei is −1) = 0.                                (3) 

Thus the indices are grouped into pairs (j, k) such that ej = −ek and js  ≡ ks i.e., sj ≡ 
sk(mod R). 
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2

11 −e

2

1−je

3. Steinberg [8] proved the following theorem on roots: 
Let F be a free group with a basis x1, x2, …., xn. Then, for k and l both prime, the 
only cyclically reduced roots of 

kx1
lx2  other than 

kx1
lx2  itself are P(x1, x2) ≠ 1, 

where P(x1, x2) is a primitive in the free group on x1 and x2. Here w in F is called a 
primitive  if it is a member of some basis. 
 
Here we generalize this theorem and prove 
 
Theorem 8. Let F be a free group with a basis X = {x1, x2,……, xk,…}, and w = 

1

1
px ,…..,

kp
kx , where p1, p2,……,pk are primes. Then the roots of w are w and the 

primitives in F. 
Proof. Let r be a root of w. Then 
 

w = ∏
=

u

i 1
(si

−1reisi)     (4) 

Then 

x
w

∂
∂

 = [−s1
−1

x
s

∂
∂ 1

 + s1
−1e1r                   

x
r

∂
∂

 + s1
−1re1

x
s

∂
∂ 1

] 

+ ∑
=

u

j 2
∏

−

=

1

2

j

k
(sk

−1reksk) [−sj
−1

x
sj

∂
∂

 + sj
−1ejr                   

x
r

∂
∂

 + sj
−1rej

x
sj

∂
∂

] 

     

= [s1
−1(re

1
−1) x

s
∂
∂ 1

 + s1
−1e1r 2

11 −e

x
r

∂
∂

] 

 + ∑
=

n

j 2
∏

−

=

1

2

j

k
(sk

−1reksk) [−sj
−1

x
sj

∂
∂

 + sj
−1ejr 2

1−je

 

x
r

∂
∂

 + sj
−1rej

x
sj

∂
∂

]    

∴ x
w

∂
∂

 = ∑
=

n

i 1
 (ei is −1) x

r
∂
∂

 . 

Here, for each f ∈ ZF, f = π(f). 
 
 
Now        

1x
w

∂
∂

 = 
1

1
1−px + …… + x1 + 1  

2x
w

∂
∂

 = 
1

1
px [

1
2

2−px + …… + x2 + 1] 

………………………………….                                            (5) 
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kx
w

∂
∂

 = 
1

1
px ….

1
1
−

−
kp

kx [
1−kp

kx + …… + xk + 1] 

1x
w

∂
∂

 = 0, l > k 

 
 

From (5) 
lx

r
∂
∂

 = 0, l > k, by the Freiheitssatz. Thus 

 
1

1
1−px + ……. + 1x + 1 = ∑

=

u

i 1
(ei is −1) 

1x
r

∂
∂

  

         ………………………………………………………                                   (6) 
         ………………………………………………………  

        
1

1
px …

1
1
−

−
α

α
px [

1−α

α
px + ……+ αx + 1] = ∑

=

u

i 1
(ei is −1) 

αx
r

∂
∂

, 2 ≤ α ≤ k  

 

Since 
1

1
−

−
β

β
px + ……+ βx + 1 is irreducible in ZG for (1 ≤ β ≤ k), (6) implies that 

either ∑
=

n

i 1
(ei is −1) or 

αx
r

∂
∂

 is a unit in ZG. The first equation in (6) shows that, if 

 ∑
=

n

i 1
(ei is −1) is a unit, then ∑

=

n

i 1
(ei is −1) = 1,  

 
and 

    
1x

r
∂
∂

 = 
1

1
1−px + ……. + 1x + 1. 

So,  
αx
r

∂
∂

 = 
1

1
px …

1
1

−α

α
px [

11−α
αx + ……+ αx + 1], 2 ≤ α ≤ k ; 

Thus, for each β, 
βx
r

∂
∂

 = 
βx

w
∂
∂

. 

The nature of derivatives imply that r = w. On the other hand, ∑
=

n

i 1
(ei is −1) is not a 

unit, then 
βx
r

∂
∂

 is a unit for each β. In this case 
βx
r

∂
∂

 ≠ 0 in ZF, and so, r is a 

primitive in ZF. 
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