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ABSTRACT 

A new class of functions namely, second order ),( Fb -type I functions  which  is   
the  generalization of  type I,  F-type I  and  b-type I functions,  is introduced. 
Sufficient optimality conditions for proper efficiency and second order mixed type 
duality theorems for multiobjective nonlinear programming problems  are 
established under the assumptions of second order ),( Fb -type I functions. 
 
1. Introduction 

Convexity plays an important role in optimization theory. Therefore, the 
convexity assumption on the function can be weakened to certain kind of 
generalized convexity assumption without destroying the results valid for the convex 
case. Several researchers [2,3,8,10,11,13-15,20,22-27,30] have attempted  to weaken 
the convexity assumption and introduced  some kind of generalized convexity 
concept and also, established optimality conditions and duality theorems for 
nonlinear programming problems. In this context, it is relevant to refer to works of  
Hanson and Mond [10] and  Rueda and Hanson [27]. These authors have introduced 
two new classes of functions called type I and type II as generalization of invex 
functions introduced by Hanson [8]  and also, obtained optimality conditions and  
various duality theorems for nonlinear programming. 

The field of multiobjective programming known as vector programming  
has grown  remarkably in different directions in the setting of optimality conditions 
and duality theory since the 1980’s under the assumptions  of various generalized  
convex functions [2,4-6, 13,14,25,28,29].   Kaul et al.[15]  obtained  optimality 
conditions for proper efficiency  and  the various  Wolfe type dual theorems  and  
also, Mond-Weir dual type theorems [19] for multiobjective programming problems 
under the assumptions of  type I functions and its generalizations.   Recently, 
Hachimi and Aghezzaf [12] have  introduced a new class of functions, namely 

),,,( dF ρα -type I functions  which unifies  several concepts of generalized type I 
functions. Further, they   have obtained optimality conditions and duality for 
multiobjective programming problems 

A second order dual for a nonlinear programming problem was introduced 
by Mangasarian [17] and established duality results for nonlinear programming 
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problems. Mond [18] introduced the concept of second order convex functions and 
proved second order duality under the assumptions of second order convexity on the 
functions involved. Hanson [9]  introduced second order invexity  and proved 
second order duality under the assumptions of second order invexity on the 
functions involved.  Mond and Zhang [20] established various duality  results  for 
multiobjective  programming problems involving  second order V-invex functions. 
Zhang and Mond [30] introduced second order F-convex functions as a 
generalization of F-convex functions [10] , and obtained various second order 
duality results for multiobjective nonlinear programming  problems under the 
assumption of second order F-convexity.  Srivastava and Govil [28] defined  second  
order  (F,ρ,σ)-type I  functions  and  their generalizations and then, obtained  various  
Mond-Weir second order duality results for multiobjective programming problems 
under the assumptions of the second  order  (F,ρ,σ)-type I  functions  and  their 
generalizations.  Recently, Ahmed and Husain [3] obtained second order Mond-
Weir type dual results for multiobjective  programming problems under the 
assumption of  second order ),,,( dF ρα -convexity on the functions involved. The 
study of the second order duality is significant due to the computational advantage 
over first order duality as it provides tighter bounds for the value of the objective 
functions when approximations are used [1 ,3,9,17,18,20,21,30].  

Recently, Pandian and Bharathi  [24]  have  introduced a  new class of 
functions namely, second order (b,F)-convex functions which is an extension of 
(b,F)-convex functions [22] and then, sufficient optimality and various Mond-Weir 
type duality theorems are established under the assumptions of second order F-
convex functions. 

In this paper, we introduce a new class of functions namely, second order 
),( Fb -type I  functions which is a generalization of second order type I functions, 

second order F-type I functions and second order b-type I functions. Then, we derive 
sufficient optimality conditions for proper efficiency and obtain second order mixed 
type duality theorems for multiobjective nonlinear programming problems under the 
assumption of  second order ),( Fb -type I functions. The results  obtained in this 
paper extend many works in the literature. 

        
2. Preliminaries 

           Throughout this paper, the following conventions for vectors in nR  will be 

followed. For any T
nxxxx ),,,( 21 L=  and   ,),,,( 21

T
nyyyy L=  we follow the 

notations of  Mangasarian [16] 
  yx   <   if and only if   ii   yx < , i = 1,2,…,n ;  
  yx   ≤   if and only if   ii   yx ≤ , i =1,2,…,n ; 

yx   ≤   if and only if  ii   yx ≤ , i =1,2,…,n  and  rr    yx <  for some { }n,,2,1r K∈ ; 
yx =   if and only if   ix = iy , i = 1,2,…,n  and   yx ≤/  is the negation of  yx   ≤ . 
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Let  X   be an open convex subset of  nR  and  +R  denote the set of all 

positive real numbers and .)(1,1,...,1e kR∈=  

            Let us assume that  RXg →:o , RXh →:  k: RXf →  and 
mn: RRg →   where  ),...,( 1 kfff =   and  ),...,( 1 mggg =   are twice 

differentiable functions on .X  The functions sf 'i  and sg 'j  are defined as follows, 

                            kiRXf ,...,2,1  ,:i =→   and  .,...,2,1,:j mjRXg =→  

            Let the vectors nT
n Rpppp ∈= ),...,,( 21 , k

k21 ),...,,( R∈= λλλλ  and 

.),...,,( m
m21 Ryyyy ∈=  

  

            Let F  be a function defined by RRXXF →×× n:  and  the functions 
),,( uxco  muxcuxb ,...,2,1j),,(  , ),( j =o   and   kuxb ,...,2,1i),,(i =   be defined 

as follows,  
+→× RXXuxb :),(o ,   ,:),(  +→× RXXuxco   

+→× RXXuxb :),(i   and   +→× RXXuxc :),(j .       

 
            Consider the following multiobjective  nonlinear programming problem 
(MOP)  Minimize ))(,),(),(()( 21 xf...xfxfxf k=  
              subject to ,0  )( ≤xg   ,Xx∈  

where  k1,2,...,i ,:i =→ RXf  and m: RXg →  where   ),...,( 1 mggg =  are  
twice differentiable functions  on  .X  
   
            We need  the  following  definition which can  be found in [10]. 

Definition 1:  A   function  RRXXF →×× n:   is  said to be sublinear  in its 
third argument  if for each  , , Xux ∈  

and , allfor  ),;,();,();,( nRbabuxFauxFbauxF ∈+≤+  

                 . and in  0 allfor  ),;,();,( nRaRauxFauxF ∈≥= ααα                  
 
Note: 0)0;,( =uxF , for all ., Xux ∈  
            Let },...2,1j,0)(:{P j mxgXx =≤∈= . That is, P  is the set of all feasible 

solutions  for the problem (MOP). 
            We need the following definitions which can be found in [6,7,23].  



P.Pandian  and  G.Natarajan  
 

 

138

Definition 2:  A feasible point ox  is said to be efficient for (MOP) if there exists no 
other feasible point x  in (MOP) such that  

                                           k1,2,...,i  ),( )( ii =≤ oxfxf   and 

                                          ),( )( rr
oxfxf < for some { }k,,2,1r K∈ .  

 

Definition 3:  A feasible point ox  is said to be a properly efficient solution of 
(MOP), if it is  efficient and if there exists a scalar M > 0 such that, for each 

{ }k,,2,1i K∈   and for all feasible x  of (MOP) satisfying )()( ii
oxfxf < ,  we have   

                                                 ))()((  )()( rrii
oo xfxfMxfxf −≤−                        

for some r such that )()( rr
oxfxf > .  

            We need the following theorem for proving sufficient optimality conditions 
for proper efficiency and duality theorems which can be found in [6,14,23].  

Theorem 1:  Let oλ > 0 in kR  be fixed with 1 e =Toλ . If  ox  is an optimal solution 
of  the scalar programming problem )( oλ

MOP  where 

          )( oλ
MOP    Minimize P,    ),( ∈xxfToλ   

then ox  is a properly efficient solution for (MOP).  
            We need the following necessary optimality conditions for proving strong 
duality theorem which can be found in Pandian [23]. 

Theorem 2: (Necessary Optimality Conditions): Assume that ox  is an efficient 
solution for (MOP) at which a constraint qualification [16] is satisfied for each 

))(MOP( r
ox , r { }k,,2,1 K∈  where 

                  ))(MOP( r
ox  Minimize )(r xf  

                                        subject to  

                                                   ),()( ii
oxfxf ≤  for all r,i ≠  

   .P∈x  

Then, there exists  oλ > 0 in kR  with 1=eToλ   and ≥oy 0 in mR  such that 

),,( ooo yx λ  satisfies 

                                         0)()( jj
k

1i

m

1j
ii =∇+∇∑ ∑

= =

oooo xgyxfλ                                (1)                   

       ,0)(jj =oo xgy  m.1,2,...,j =                                        (2) 

 
3. Second order (b,F)-type I functions 
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          We, now, define a new class of functions namely, second order ),( Fb -type I 
functions which is a generalization of second order type I, second order F-type I and  
second order b-type I functions. 
Definition 4: The function ),( ogh   is said to be second order ),( Fb -type I at 

Xu∈  with respect to ),( uxbo  and ),( uxco  if for all Xx∈ and nRp∈ , 

])(
2
1)()()[,( 2 puhpuhxhuxb T∇+−o  ≥  ))()(;,( 2 puhuhuxF ∇+∇  

and  

))(
2
1)()(,( 2 pugpuguxc T

ooo ∇+−  ≥   ))()(;,( 2 puguguxF oo ∇+∇ . 

Remark 1: If  1),( =uxbo , 1),( =uxco  and    zuxzuxF T ),();,( η= , then the 
definition 3. becomes the definition of second order type I functions. 
Remark 2: If    1),( =uxbo   and 1),( =uxco , then the definition 3.  becomes the 
definition of second order F-type I  functions. 

Remark 3: If zuxzuxF T ),();,( η= , then the definition 3. becomes the definition 
of second order b-type I functions. 

 
4. Sufficient optimality conditions 
          We, now,  prove the sufficient optimality conditions for a feasible point of the 
problem (MOP) to be a properly efficient solution under the assumption of  second 
order (b,F)- type I functions. 

Theorem 3: (Sufficient Optimality Conditions)  Let ox  be feasible for (MOP) and 

there exists  oλ > 0 in kR  with 1=eToλ , ≥ojy 0 in R  , )I(j ox∈   and nRp ∈o  

such that 

   ,0))](())(( [                        

)()(

j
2k

1i )I(j
ji

2
i

j
k

1i )I(j
jii

=∇+∇

+∇+∇

∑
=

∑
∈

∑
=

∑
∈

oo

o

ooo

o

o

ooo

pxgyxf

xgyxf

x

x

λ

λ

                 (3)          

where )I( ox ={j: )(j
oxg =0}.   

 If each i =1,2,….,k  and )(Ij ox∈ , ( if , )jg  is second order (b ,F)-type I  at ox  

with respect to ),(i
oxxb  and ),(j

oxxc  with 0)( o
i >x,xb , then ox  is a properly 

efficient solution of the problem (MOP) with  ,0  ))(( i
2 ≤∇ ooo pxfp T  for all i  and  

 ,0 ) )(( j
2 ≤∇ ooo pxgp T for all ).(Ij ox∈  
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Proof.   Let z  be a feasible solution of (MOP). 

Since ( if , )jg  is second order (b ,F)-type I  at ox  with respect to ),(i
oxxb  and 

),(j
oxxc  with 0)( o

i >x,xb  for all i =1,2,….,k  and )(Ij ox∈ , we have 

 

])(
2
1)()()[,( i

2
iii

ooooo pxfpxfzfxzb T∇+−               

                                                     ≥ ))()(;,( i
2

i
oooo pxfxfxzF ∇+∇ , for all i      (4) 

and 
  

))()()(,( 2
j

ooooo pxgpxgxzc j
T

j ∇+−  

                                     ≥ ),)()(;,( 2 oooo pxgxgxzF jj ∇+∇  for all ).I(j ox∈    (5)       

Now, since  z  is feasible and  ,0  )(2 ≤∇ ooo pxgp j
T for all )(Ij ox∈ , we have, 

                 0))(
2
1)()(,( 2

j ≤∇+− ooooo pxgpxgxzc j
T

j , for all )I(j ox∈ .        (6) 

Suppose that ox  is not an efficient solution for (MOP). 
Then, there exists a feasible x  for (MOP) such that 

)()( oxfxf ≤  

Since 0  ),(i >oxxb  and  ,0  )(i
2 ≤∇ ooo pxfp T for all i, it follows that 

    0])(
2
1)()()[,( i

2
iii ≤∇+− ooooo pxfpxfxfxxb T , for all i   and  

    0])(
2
1)()()[,( r

2
rrr <∇+− ooooo pxfpxfxfxxb T ,  

                                                                        for some r { }k,,2,1 K∈ .                    (7) 

Now, from (4), (5), (6) and (7) and since o
jy ≥ 0,  for all )I(j ox∈ , 0  i >λ , for all i  

and F  is sublinear, we have   

                0)))((  )(;,(
k

1i
i

2
i

k

1i
ii <∇+∇ ∑

=
∑
=

oooooo pxfxfxxF λλ   and   

            0))))(())((;,( j
)I(j

j
2

j
)I(j

j ≤∇+∇ ∑
∈

∑
∈

oo

o

oo

o

oo pxgyxgyxxF
xx

.                                       

Since F is sublinear, we can conclude that  
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 ,0)))](())(( [                  

)()(;,(

j
2k

1i )I(j
ji

2
i

j
k

1i )I(j
jii

<∇+∇

+∇+∇

∑
=

∑
∈

∑
=

∑
∈

oo

o

ooo

o

o

oooo

pxgyxf

xgyxfxxF

x

x

λ

λ

 

which contradicts the fact that .0)0;,( =oxxF Thus, ox  is an efficient solution for 
(MOP). 

Suppose that ox  is not a properly efficient solution for (MOP). 
Then, for every M > 0, there exists a feasible solution  x  of  (MOP) and an index i  
such that  

)()( ii xfxf −o > M[ )()( rr
oxfxf − ] 

for all r  satisfying )()( rr
oxfxf − > 0 whenever )()( ii xfxf −o > 0. 

This means that )()( ii xfxf −o  can be made arbitrarily large. Since 0  ),(i >oxxb  

and  ,0  )(i
2 ≤∇ ooo pxfp T for all i and also,  from (7) and (5),  it follows that 

)))(()(;,( i
2

i
oooo pxfxfxxF ∇+∇−  can be made  arbitrarily large and hence  for 

0  i >
oλ ,  for all i  and since F is sublinear, we have 

                                          .0)))((  )(;,(
k

1i
i

2
i

k

1i
ii <∇+∇ ∑∑

==

oooooo pxfxfxxF λλ  

From (3) and since F is sublinear, it follows that 

                   .0))))(())((;,( j
)I(j

j
2

j
)I(j

j >∇+∇ ∑
∈

∑
∈

oo

o

oo

o

oo pxgyxgyxxF
xx

  (8) 

Now, since x  is feasible and  from (5) and (6), we have 

                    0))()(;,( 2 ≤∇+∇ oooo pxgxgxxF jj , for all )I(j ox∈ .                               

Since o
jy ≥ 0,  for all )I(j ox∈ and F  is sublinear, it follows that   

            ,0))))(())((;,( j
)I(j

j
2

j
)I(j

j ≤∇+∇ ∑
∈

∑
∈

oo

o

oo

o

oo pxgyxgyxxF
xx

                                      

which contradicts (8).   Thus, ox  is a properly efficient solution for (MOP). 
Hence the theorem. 
 
5.  Duality theorems  
            Let 1J  be a subset of  },...,2,1{ mM =  and 12 \ JMJ = .  We consider the 
following second order mixed type dual [1 ]  for (MOP). 
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(XMOP)  Maximize peugyufpeugyuf T ])()([
2
1)()(

1J1J
2

1J1J
+∇−+  

                      

 ))]()([
2
1)()(                                                                        

,...,  )]()([
2
1)()((                                           

1J1Jk
2

1J1Jk

1J1J1
2

1J1J1

pugyufpugyuf

pugyufpugyuf

T

T

+∇−+

+∇−+=
                      

subject to 

                                   0))(()())(()( 22 =∇+∇+∇+∇ pugyugypufuf TTTT λλ   

                                                              0 ))((
2
1)(

2J2J
2

2J2J ≥∇− pugypugy T  

                                                                                            0  ≥y , ,1 ,0 => eTλλ   
where  )(jj

1Jj1J1J
ugygy ∑

∈
=   and   ).(jj

2Jj2J2J ugygy ∑
∈

=  

 
               We, now, prove the following weak duality theorems between the 
problems (MOP) and (XMOP) under the assumptions of second order ),( Fb -type I 
functions. 
 
Theorem 4:(Weak Duality Theorem) Let x  be feasible for (MOP) and 

( pyu ,,,λ ) be feasible for (XMOP). If each i=1,2,…,k, (
1J1Ji gyf + , 

2J2J gy ) is 

second order (b ,F)-type I at u  with respect to   ),(i uxb   and ),( uxco  with 
0  ),(i >uxb ,  then   

peugyufpeugyufxf T ]))()([(
2
1)()(    )(

1J1J
2

1J1J
+∇−+≤/ . 

Proof.  Now, since (
1J1Ji gyf + , 

2J2J gy ) is second order (b ,F)-type I at u  with 

respect to   ),(i uxb and ),( uxco , we have for i =1,2,…,k,  

])))()(((
2
1)()()()()[,(

1J1J1J1J1J1J i
2

iii pugyufpugyufxgyxfuxb T +∇+−−+

                     
                           )))()(())()((;,(

1J1J1J1J i
2

i pugyufugyufuxF +∇++∇≥   (9) 

and  

) )))((
2
1)()(,(

2J2J
2

2J2J pugyugyuxc ∇+−o     

                     ). )))(())((;,(
2J2J

2
2J2J pugyugyuxF ∇+∇≥              (10) 
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Suppose that  .]))()([(
2
1)()(    )(

1J1J
2

1J1J
peugyufpeugyufxf T +∇−+≤          

Since ,0)(
1J1J

≤xgy  0  ),(i >uxb , i = 1,2,…,k  and 0  i >λ , i = 1,2,…,k  and from 

(9),  we have. 

0, )))()(())()((;,(   
1J1Ji

2
i1J1Jii ≤+∇++∇ pugyufugyufuxF λλ  for all i  

and  

0, )))()(())()((;,(   
1J1Jr

2
r1J1Jrr <+∇++∇ pugyufugyufuxF λλ   

                                                                                                for some r { }.k,,2,1 K∈  
 By the sublinearity of F, it follows that 

 0.  )))()(())()((;,(
1J1Ji

2k

1i
i1J1Ji

k

1i
i <+∇++∇ ∑∑

==
pugyufugyufuxF λλ        (11)      

 
Now, since x  is feasible for (MOP) and ( pyu ,,,λ ) is feasible for (XMOP) and 
from (10), we have             

                      0. ) )))(())((;,(
2J2J

2
2J2J ≤∇+∇ pugyugyuxF                       (12) 

Now, from (11) and (12) and  since F is sublinear,  we have 

  .0)))(()())(()(;,( 22 <∇+∇+∇+∇ pugyugypufufuxF TTTT λλ            (13)        
Now, by the sublinearity of F  and the feasibility of ( pyu ,,,λ ) for (XMOP),   we 
have 

,0)))(()())(()(;,( 22 =∇+∇+∇+∇ pugyugypufufuxF TTTT λλ  
which contradicts (13). 

Thus, .]))()([(
2
1)()(    )(

1J1J
2

1J1J
peugyufpeugyufxf T +∇−+≤/  

Hence the theorem. 

            We, now, prove the strong duality theorem between the problems (MOP) and 
(XMOP) under the assumption of second order ),( Fb -type I  functions. 

Theorem 5:(Strong Duality Theorem) Assume that ox  is an efficient solution for 

(MOP) at which a constraint qualification [16] is satisfied for each ))(MOP( r
ox , 

r { }k,,2,1 K∈ . Then, there exists scalars k R∈oλ , m Ry ∈o  such that 

( 0,,, =oooo pyx λ ) is a feasible solution for (XMOP) and the corresponding 
objective function values of (MOP) and (XMOP) are equal. If the conditions of 

weak duality (Theorem 4 ) holds, then ( 0,,, =oooo pyx λ ) is a properly efficient 
solution for (XMOP). 
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Proof. By the Theorem 2,    there exists oλ > 0 in kR  with 1=eToλ   and ≥oy 0 in 
mR  such that ),,( ooo yx λ  satisfies (1) and (2). Therefore, ( 0,,, =oooo pyx λ ) is 

feasible for (XMOP) and the objective value of the problem (MOP)  at ox  and  the 

objective value of (XMOP) at ( 0,,, =oooo pyx λ ) are  the same. 

  Suppose that )0,,,( =oooo pyx λ  is not efficient for (XMOP). 
Then, there exists a feasible ),,,( pyu λ  for (XMOP) such that 

          .])()([
2
1)()()(

1J1J
2

1J1J
peugyufpeugyufxf T +∇−+≤o  

Since  λ > 0 in kR  with 1=eTλ ,  it follows that 

,)]()([
2
1)()(  )(

1J1J
2

1J1J
T pugyufpugyufxf TTT +∇−+< λλλ o  

which contradicts weak duality (Theorem 4). Thus, )0,,,( =oooo pyx λ  is an 
efficient solution for (XMOP).   

Now, since (
1J1J

gyfT +λ ,
2J2J gy )  is second order ( ob ,F)-type I at u  with 

respect to  ),( uxbo and ),( uxco , we have 

]))()((
2
1                                      

)()()()()[,(

1J1J

1J1J1J1J

2 pugyufp

ugyufxgyxfuxb

TT

TT

+∇+

−−+

λ

λλo

  

                )))()())()((;,(
1J1J

(2
1J1J

pugyufugyufuxF TT +∇++∇≥ λλ     (14)            

and  

) )))((
2
1)()(,(

2J2J
2

2J2J pugyugyuxc ∇+−o       

                  ), )))(())((;,(
2J2J

2
2J2J pugyugyuxF ∇+∇≥                 (15) 

for all feasible .x  

Suppose that )0,,,( =oooo pyx λ  is not properly efficient for (XMOP). 
Then, for every M > 0, there exists a  feasible solution  ),,,( pyu λ  of  (XMOP) and 
an index i  such that  

)()()( i1J1Ji
oxfugyuf −+ > M[ )()()(

1J1Jrr ugyufxf −−o ] 

for   all   r    satisfying  )()()(
1J1Jrr ugyufxf −−o > 0   whenever  

)()()( i1J1Ji
oxfugyuf −+ > 0. 



Multiobjective  Nonlinear Programming  Problems  
 

 

145

This means that )()()( i1J1Ji
oxfugyuf −+  can be made arbitrarily large. Since 

λ > 0 in kR  with 1=eTλ  and from (14), we can conclude that 

   .0)))()(  ())()((;,(
1J1J

2
1J1J

<+∇++∇ pugyufugyufuxF TT λλo  

Since ),,,( pyu λ  is feasible for (XMOP) and F is sublinear, it follows that 

                   .0))))(())((;,(
2J2J

2
2J2J >∇+∇ pugyugyuxF o                        (16)  

Now, since ox  is feasible for (MOP) and ( pyu ,,,λ ) is feasible for (XMOP) and  
from (15),  we have             

                      0,  )))(())((;,(
2J2J

2
2J2J ≤∇+∇ pugyugyuxF o                                             

which contradicts (16). Thus, ( 0,,, =oooo pyx λ ) is a properly efficient solution 
for (XMOP).      
Hence the theorem. 
 
6. Generalization of Second order (b,F)-type I functions 
            The generalization of second order ),( Fb - type I functions  and semistrictly 
second order ),( Fb -type I functions are given as follows. 

               Let 1ρ   and 2ρ  be real numbers and  let ),( ⋅⋅d .be a pseudometric on nR . 
Definition 5: The function ),( ogh   is said to be second order ),,( ρFb -type I at 

Xu∈  with respect to ),( uxbo , ),( uxco   and ),( 21 ρρρ =   if for all Xx∈ and 
nRp∈ , 

   ])(
2
1)()()[,( 2 puhpuhxhuxb T∇+−o     

                                                          ≥ ),())()(;,( 2
1

2 uxdpuhuhuxF ρ+∇+∇  
and  

    ))(
2
1)()(,( 2 pugpuguxc T

ooo ∇+−  

                                                   ≥   ),())()(;,( 2
2

2 uxdpuguguxF ρ+∇+∇ oo . 

Remark 4: If  1),( =uxbo , 1),( =uxco  and    zuxzuxF T ),();,( η= , then the 
definition 6. becomes the definition of second order  −ρ type I functions 
Remark 5: If    1),( =uxbo   and 1),( =uxco , then the definition 6.  becomes the 
definition of second order −),( ρF type I  functions 

Remark 6: If zuxzuxF T ),();,( η= , then the definition 6. becomes the definition 
of second order −),( ρb type I functions. 
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 On the assumption of  the second order  ),,( ρFb - type I functions, 
sufficient optimality conditions and various duality theorems  can be proved on the 
same lines as in Section  4  and 5.  
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