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ABSTRACT
A new class of functions namely, second order (b, F) -type I functions which is

the generalization of type I, F-type I and b-type I functions, is introduced.
Sufficient optimality conditions for proper efficiency and second order mixed type
duality theorems for multiobjective nonlinear programming problems  are
established under the assumptions of second order (b, F) -type I functions.

1. Introduction

Convexity plays an important role in optimization theory. Therefore, the
convexity assumption on the function can be weakened to certain kind of
generalized convexity assumption without destroying the results valid for the convex
case. Several researchers [2,3,8,10,11,13-15,20,22-27,30] have attempted to weaken
the convexity assumption and introduced some kind of generalized convexity
concept and also, established optimality conditions and duality theorems for
nonlinear programming problems. In this context, it is relevant to refer to works of
Hanson and Mond [10] and Rueda and Hanson [27]. These authors have introduced
two new classes of functions called type I and type II as generalization of invex
functions introduced by Hanson [8] and also, obtained optimality conditions and
various duality theorems for nonlinear programming.

The field of multiobjective programming known as vector programming
has grown remarkably in different directions in the setting of optimality conditions
and duality theory since the 1980°s under the assumptions of various generalized
convex functions [2,4-6, 13,14,25,28,29]. Kaul et al.[15] obtained optimality
conditions for proper efficiency and the various Wolfe type dual theorems and
also, Mond-Weir dual type theorems [19] for multiobjective programming problems
under the assumptions of type I functions and its generalizations.  Recently,
Hachimi and Aghezzaf [12] have introduced a new class of functions, namely
(F,a, p,d)-type 1 functions which unifies several concepts of generalized type I
functions. Further, they = have obtained optimality conditions and duality for
multiobjective programming problems

A second order dual for a nonlinear programming problem was introduced
by Mangasarian [17] and established duality results for nonlinear programming
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problems. Mond [18] introduced the concept of second order convex functions and
proved second order duality under the assumptions of second order convexity on the
functions involved. Hanson [9] introduced second order invexity and proved
second order duality under the assumptions of second order invexity on the
functions involved. Mond and Zhang [20] established various duality results for
multiobjective programming problems involving second order V-invex functions.
Zhang and Mond [30] introduced second order F-convex functions as a
generalization of F-convex functions [10] , and obtained various second order
duality results for multiobjective nonlinear programming problems under the
assumption of second order F-convexity. Srivastava and Govil [28] defined second
order (F,p,c)-typel functions and their generalizations and then, obtained various
Mond-Weir second order duality results for multiobjective programming problems
under the assumptions of the second order (F,p,0)-type I functions and their
generalizations. Recently, Ahmed and Husain [3] obtained second order Mond-
Weir type dual results for multiobjective programming problems under the
assumption of second order (F,a, p,d)-convexity on the functions involved. The
study of the second order duality is significant due to the computational advantage
over first order duality as it provides tighter bounds for the value of the objective
functions when approximations are used [1 ,3,9,17,18,20,21,30].

Recently, Pandian and Bharathi [24] have introduced a new class of
functions namely, second order (b,F)-convex functions which is an extension of
(b,F)-convex functions [22] and then, sufficient optimality and various Mond-Weir
type duality theorems are established under the assumptions of second order F-
convex functions.

In this paper, we introduce a new class of functions namely, second order
(b, F) -type I functions which is a generalization of second order type I functions,
second order F-type I functions and second order b-type I functions. Then, we derive
sufficient optimality conditions for proper efficiency and obtain second order mixed
type duality theorems for multiobjective nonlinear programming problems under the
assumption of second order (b, F')-type 1 functions. The results obtained in this

paper extend many works in the literature.

2. Preliminaries

Throughout this paper, the following conventions for vectors in R” will be
followed. For any x = (xl,x2,~--,xn)T and y= (yl,yz,“-,yn)T, we follow the

notations of Mangasarian [16]
x<y ifandonlyif x;<y;,1=12,..n;
x<y ifandonlyif x;<y;,1=12,..,n;
x<y ifandonlyif x;<y;,1=1,2,...,n and x, < y, for somer € {1,2,...,n};
x=y ifandonlyif x;=y;,1=12,...,n and x £ y is the negation of x<y.
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Let X be an open convex subset of R" and R, denote the set of all
positive real numbers and e = (1,1,...,1) € RX.

Let us assume that g,: X >R, h:X >R f:X—)Rk and
g:R" > R™ where f=(fj,..fy) and g=(g,...g,) are twice
differentiable functions on X. The functions f;'s and gj's are defined as follows,

fitX >R, i=12,..k and gj: X > R,j=12,..m.
Let the vectors p = (pl,pz,...,pn)T eR", 1=, A, X)) € R¥ and

y= (yl,yz,...,ym) =] Rn’l.

Let F be a function defined by F: X xXxR™ — R and the functions
¢ (x,u), b,(x,u), cj(x,u),j:l,2,...,m and  b(x,u),i=12,..,k be defined

as follows,
b(x,u): XxX >R, , c,(x,u): XxX—>R,,
bi(x,u): XxX >R, and c¢j(x,u): XxX >R, .

Consider the following multiobjective nonlinear programming problem
(MOP) Minimize f(x)=(f1(x),f2(x),.... f5(x))
subjectto g(x)<0, xe X,
where fi: X > R,i=12,...,k and g: X — R™ where g=(g{,...g,,) are

twice differentiable functions on X.

We need the following definition which can be found in [10].

Definition 1: A function F: X xXxR™ —> R is said to be sublinear in its
third argument if for each x,u € X,

F(x,u;a+b) < F(x,u;a)+ F(x,u;b), foralla,b € R" and

F(x,u;0a) = aF (x,u;a), foralla > 0in Rand a € R".

Note: F(x,u;0)=0, forall x,u € X.
Let P={xe X :g;(x)<0,j=12,..m}. Thatis, P is the set of all feasible

solutions for the problem (MOP).
We need the following definitions which can be found in [6,7,23].
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Definition 2: A feasible point x° is said to be efficient for (MOP) if there exists no
other feasible point x in (MOP) such that

fi(x) < fi(x"), i=1,2,...,k and
fr(x) < £ (x%), forsome € {1,2,....k}.

Definition 3: A feasible point x° is said to be a properly efficient solution of
(MOP), if it is efficient and if there exists a scalar M > 0 such that, for each

ie {1,2,. . .,k} and for all feasible x of (MOP) satisfying fi(x) < fi(x"), we have
[ = i) <M (fr (%)= £ (x7))

for some r such that f;(x) > f;(x").

We need the following theorem for proving sufficient optimality conditions
for proper efficiency and duality theorems which can be found in [6,14,23].

Theorem 1: Let A°>0in R be fixed with 27 e =1.1f x° is an optimal solution
of the scalar programming problem (MOP/IO) where

(M OPAO ) Minimize 27 f(x), xeP,

then x° is a properly efficient solution for (MOP).
We need the following necessary optimality conditions for proving strong
duality theorem which can be found in Pandian [23].

Theorem 2: (Necessary Optimality Conditions): Assume that x° is an efficient
solution for (MOP) at which a constraint qualification [16] is satisfied for each

(MOP,(x°)),re {1,2,. . .,k} where

(MOP,(x")) Minimize f;(x)
subject to

fi(x) < fi(x%), forall i,
xeP.

Then, there exists A°> 0 in R¥ withATe=1 and ¥°20in R™ such that

(x°,4°,y°) satisfies
kK o m O
PWAZHCDED yivVgij(x)=0 (1)
yj?gj(x°)=0, j=12,...m. )

3. Second order (b,F)-type I functions
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We, now, define a new class of functions namely, second order (b, F') -type 1

functions which is a generalization of second order type I, second order F-type I and
second order b-type I functions.

Definition 4: The function (4,g,) is said to be second order (b,F)-type I at

u € X with respect to b,(x,u) and c,(x,u) ifforall xe Xand peR",
b, (x,u)[(x) — h(u) + % pIV2h(u)p] = F(x,u;Vh(u)+V2h(u)p)
and

(oo + 3PV, Wp) = FlxusVe. )+ Vg, 00p).

Remark 1: If b,(x,u)=1,c.(x,u)=1and F(x,u;z)= 77T(x,u)z , then the
definition 3. becomes the definition of second order type I functions.

Remark 2: If b, (x,u) =1 and c,(x,u) =1, then the definition 3. becomes the
definition of second order F-type I functions.

Remark 3: If F(x,u;z)= 77T(x, u)z , then the definition 3. becomes the definition
of second order b-type I functions.

4. Sufficient optimality conditions

We, now, prove the sufficient optimality conditions for a feasible point of the
problem (MOP) to be a properly efficient solution under the assumption of second
order (b, F)- type I functions.

Theorem 3: (Sufficient Optimality Conditions) Let x° be feasible for (MOP) and
there exists A°>01in R¥ with 2T e =1, yj >0in R , jel(x") and p° eR"
such that

k
XAVAGD)+ X yjVe(x)+

! jelx®) 3
k
(X (BVEAG D+ = (V)P =0,
1= jelx®)

where 1(x")={j: g;(x") =0}.

If each i=1,2,....,k and jelI(x°), (fi,gj) is second order (b ,F)-type I at x°
with respect to b;(x,x”) and ¢;(x,x") with b (x,x°) >0, then x° is a properly
efficient solution of the problem (MOP) with pOT (VZ fi(x")) p° <0, foralli and
pOT(Vzgj(xo) Yp° <0, forall jeI(x").
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Proof. Let z be a feasible solution of (MOP).
Since ( f;, gj) is second order (b ,F)-type I at x° with respect to b;(x,x") and

cj(x,x") with bi(x,x°)>0 forall i=1,2,.....k and jeI(x"), we have

[e] o 1 (o) o o
bz XN = A+ p7 VA AE)P']
> F(z,x";VEGE) + V2 fi(x2)p°), forall i (4)
and
ci(z.x") (=g (x )+ p Vg ;(x")p°)
> F(z,x";Vg j(x°)+ Vg ;(x7)p%), forall jel(x*). (5)

Now, since z is feasible and pOTV?‘gj (x°) p° <0, forall jeI(x"), we have,
o o 1 ol —2 o o . o
ci(z,x )(—g]-(x)+§p Vig;i(x)p)<0, forall jel(x). (6)

Suppose that x° is not an efficient solution for (MOP).
Then, there exists a feasible x for (MOP) such that

S()<f(x7)
Since b; (x,x°)>0 and p°T V2 £(x°) p° <0, forall i, it follows that

bi(x,xo)[fi(x)—fi(xo)+%p°TV2fi(x°)p°] <0, foralli and

[e] [e] 1 [e] o o
e (62X (0) = () + 2 V2 1) p1 <0,
for some re {1,2,. . .,k}. @)
Now, from (4), (5), (6) and (7) and since y; >0, forall jel(x*), A4, >0, forall i

and F is sublinear, we have

Pl SAVAG)+ SEVR RO <0 e

o o o 2 o o o
Fo,x3VO 20 pjgi(x N+VoC 2 yjgi(x)p ) <0.
jeI(xo) jeI(xo)
Since F'is sublinear, we can conclude that
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k
F(e,xs X AVA(x)+ T yVgi(x )+
i=1 jel(x®)

k
o2 o o2 o o
[XEVZACD+ = (V2g(xNIp) <0,
i=] jel(x®)
which contradicts the fact that £(x,x";0) = 0. Thus, x° is an efficient solution for
(MOP).

Suppose that x° is not a properly efficient solution for (MOP).
Then, for every M > 0, there exists a feasible solution x of (MOP) and an index i
such that

L) = fi(0)> ML fi(x) = £ (x7)]
for all r satisfying f;(x)— f;(x*)> 0 whenever f;(x°)— f;(x)>0.
This means that f;(x”)— f;(x) can be made arbitrarily large. Since &;(x,x°)>0
and pOTVZfi(xo)po <0, for all i and also, from (7) and (5), it follows that
—F(x,x*;Vfi(x")+ (szi()co )p°) can be made arbitrarily large and hence for
/11? >0, foralli and since F is sublinear, we have

Fla SAVAG)+ ZAT ()P <0,

i=1 i=1
From (3) and since F is sublinear, it follows that

o o o 2 o o )
Flx,x3V( X pjgi(x N+V7( X yjgij(x)p))>0. (8)
jel(x%) jel(x%)
Now, since x is feasible and from (5) and (6), we have
F(x,x";Vg j(x*)+V2g ;(x7)p°) <0, forall jeI(x").
Since yj) >0, forall jeI(x")and F is sublinear, it follows that
o o o 2 o o o
Fx,x3V( X yjgi(x )N+V7( X yjgj(x)p)) <0,
jel(x?) jel(x?)

which contradicts (8). Thus, x° is a properly efficient solution for (MOP).
Hence the theorem.

5. Duality theorems
Let J, beasubsetof M ={1,2,...,m} and J, =M \J;. We consider the
following second order mixed type dual [1 | for (MOP).
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1
(XMOP) Maximize f(u)+yy gy (e -2 PIVA fu)+y 1 &y Welp

(03,8, 00— PPy 8, @ .

1l 1
Ay g, @0— P VIR, )
subject to
VA f)+(V2A f)p+ Yy g)+ (V¥ g)p=0
I 7.2
V1,871, (u)—Ep (Vyy,8), @)p=0
20, /1>O,1Te:1,

where yy gy = X vigjw) and y; g, = X yigj(u).

jen )

We, now, prove the following weak duality theorems between the
problems (MOP) and (XMOP) under the assumptions of second order (b, F') -type I

functions.

Theorem 4:(Weak Duality Theorem) Let x be feasible for (MOP) and
(u,A,y, p) be feasible for (XMOP). If each =1,2,....k, ( f; + Y18 szgJ2 ) is

second order (b ,F)-type I at u with respect to b;(x,u) and c,(x,u) with
b; (x,u)>0, then

J)E f)+yy gy (u)e—%pT(V2[f(u) +75,8;, Webp.

Proof. Now, since ( f; + V1,851 yJ2gJ2 ) is second order (b ,F)-type I at u with

respect to b; (x,u) and c,(x,u), we have for i=1,2,....k,

b (e ) fi(X) + vy g5 () = fi(w) = yy g, () +%pT(V2(fi(u) + 5,85, ))p]

> F(rasV(f@)+ v, g, @)+ V(@) +y, g, @)p)  ©)

and

L (ea-3y, 85, 045 V20,8 @)p)

> FrusV(yy, g, )+ V(v g ()p).  (10)
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Suppose that /(x)< /() + vy &, (u)e—%pT(vz[f(m +yy,8,, WeDp.
Since leng (x)<0, bj(x,u)>0,1=12,....k and 4; >0, 1=1,2,... .k and from
(9), we have.

Faus 3V @)+ vy gy @)+ AV +yy gp @)p)<0, for all i
and

Fxus AV (fe) + vy, 85, () + AV (fe )+ vy g5, @)p) <0,

for some re {1,2,. . .,k}.
By the sublinearity of F, it follows that

k k
Frus LAY+ yy gy @)+ AV (/i) +y ) g), ()p)<0. (1)
i=1 i=1

Now, since x is feasible for (MOP) and (u, A4, y, p) is feasible for (XMOP) and
from (10), we have

FruV(yy, g )+ V(v gy )p)) <0. (12)
Now, from (11) and (12) and since F is sublinear, we have
Feas VAT f@)+(VA f@)p+Vy' g@)+(V?y gw)p)<0.  (13)

Now, by the sublinearity of F' and the feasibility of (u, A4, y, p) for (XMOP), we
have

Fxa VAT fu)+ (V2T f@)p+VyT g@)+ (V2T g(u))p) =0,
which contradicts (13).
Thus, f(x)£ f(u)+y; g We- %pT(Vz[f () +yy &5, WeDp.

Hence the theorem.

We, now, prove the strong duality theorem between the problems (MOP) and
(XMOP) under the assumption of second order (b, F') -type I functions.

Theorem 5:(Strong Duality Theorem) Assume that x° is an efficient solution for

(MOP) at which a constraint qualification [16] is satisfied for each (MOP,(x")),
re {1,2,...,1{}. Then, there exists scalars A’ eRk, y°€R™ such that

(x°,2°,y°,p°=0) is a feasible solution for (XMOP) and the corresponding
objective function values of (MOP) and (XMOP) are equal. If the conditions of

weak duality (Theorem 4 ) holds, then (x°,4°,y°, p° =0) is a properly efficient
solution for (XMOP).
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Proof. By the Theorem 2, there exists A°> 0 in R* withATe=1 and y°>0in
R™ such that (x°,4°,)°) satisfies (1) and (2). Therefore, (x°,2°,y°,p° =0) is
feasible for (XMOP) and the objective value of the problem (MOP) at x° and the
objective value of (XMOP) at (x°,A°,y°, p° =0) are the same.
Suppose that (x°,4°,3°, p° = 0) is not efficient for (XMOP).

Then, there exists a feasible (1,4, y, p) for (XMOP) such that

G S @)+ vy gy, @2 pTVAF@) ) g Welp.
Since A>0in R¥ with Le=1 , it follows that

A< Ay ey, (u)—%pTvzqu(u)+ythl w)]p,

which contradicts weak duality (Theorem 4). Thus, (x°,4°,y°,p° =0) is an
efficient solution for (XMOP).

Now, since (A f+y & sz g I ) is second order (b, ,F)-type I at u with

respect to b, (x,u) and c,(x,u), we have
bo (X,I/l)[in(X) + leng (X) - ﬂ“Tf(u) - leng (Ll)
+ D'V F@) g, )]
> Feus VA f@)+ vy gy, @)+ VA f@)+ vy g5 )p) (19)
and
G (X, u)(=yy, 85, (u)+%V2 vy, &5, )P))
> FxuV(yy, g, ) +V2 (v, ), @)p)), (1s)

for all feasible x.

Suppose that (x°,4°,y°, p° = 0) is not properly efficient for (XMOP).
Then, for every M > 0, there exists a feasible solution (u,4,y, p) of (XMOP) and
an index 1 such that

fi(u) +yJ1gJ1 (M) _ﬁ(xo)> M[ﬂ(xo)—ﬁ(u)—leng (u)]

for all r satisfying fr(xo)—fr(u)—yhgJl (u)>0 whenever

fi(u)+yJ1gJ1 (u)_fi(xo)> 0.
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This means that f;(u)+ y 18y (u)— fi(x") can be made arbitrarily large. Since

A>0in R with Ae=1 and from (14), we can conclude that
o T 2 T
FOOw VA fu)+yy gy )+VICA fw)+yy g5 )p) <0.
Since (1,4, y, p) is feasible for (XMOP) and F is sublinear, it follows that

FOaaV(yy, g, @)+ V2 (v, g, @)p)>0. (16)

Now, since x° is feasible for (MOP) and (u, A, y, p ) is feasible for (XMOP) and
from (15), we have

FO V(v g ) )+ V2 (yy, 85, @)p) <0,

which contradicts (16). Thus, (x°,2°,y°, p° =0) is a properly efficient solution

for (XMOP).
Hence the theorem.

6. Generalization of Second order (b,F)-type I functions
The generalization of second order (b, F') - type I functions and semistrictly

second order (b, F') -type I functions are given as follows.

Let p; and p, be real numbers and let d(-,) .be a pseudometric on R” .
Definition 5: The function (4,g,) is said to be second order (b, F, p)-type I at
u € X with respect to b,(x,u), c,(x,u) and p=(p,p,) if forall xe X and

peR",
bo(x,u)wx)—h(u)+%pTV2h(u)p]

> F(x,u;Vh(u) + V2h(u) p) + pd? (x,u)
and

Tv2

(=g, + 2 pTV22.(0p)

> F(xru;Vg, ) + Vg, (u)p) + pad* (xu).
Remark 4: If b,(x,u)=1,c.(x,u)=1and F(x,u;z)= nT(x,u)z , then the
definition 6. becomes the definition of second order o — type I functions

Remark 5: If b,(x,u) =1 and c,(x,u) =1, then the definition 6. becomes the
definition of second order (F', p) —type I functions

Remark 6: If F(x,u;z)= nT(x,u)z , then the definition 6. becomes the definition
of second order (b, p) —type I functions.
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On the assumption of the second order (b, F, p) - type I functions,

sufficient optimality conditions and various duality theorems can be proved on the
same lines as in Section 4 and 5.

REFERENCES
1. Aghezzaf, B., 2003 Second order mixed type duality in multiobjective
programming problems, Journal of Mathematical Analysis and Applications
285, 97-106.
2. Aghezzaf, B. and Hachimi, H., 2001 Sufficiency and duality in multiobjective
programming involving generalized (F, O )-convexity, Journal of Mathematical

Analysis and Applications 258, 617-628.
3. Ahmad, I. and Husain, Z., 2006 Second order (F,a, p,d)-convexity and

duality in multiobjective programming, Information Sciences 176, 3094-3103.

4. Egudo, R.R., 1987 Proper efficiency and multiobjective duality in nonlinear
programming, Journal of Information and Optimization Sciences 8, 155-166.

5. Egudo, R.R., 1989 Efficiency and generalized convex duality for
multiobjective programs, Journal of Mathematical Analysis and Applications
138, 84-94.

6. Gulati, T. R. and Islam, M.A., 1994 Sufficiency and duality in multiobjective
programming involving generalized F-convex functions, Journal of
Mathematical Analysis and Applications 183, 181-195.

7. Geoffrion, A.M., 1961 Proper efficiency and the theory of vector maximization,
Journal of Mathematical Analysis and Applications 22, 613-630.

8. Hanson, M.A., 1981 On sufficiency of the Kuhn-Tucker condition , Journal of
Mathematical Analysis and Applications 80, 545-550.

9. Hanson, M.A., 1993 Second order invexity and duality in mathematical
programming, Opsearch 30, 313-320.

10. Hanson, M.A. and Mond, B., 1982  Further generalization of convexity in
mathematical Programming, Journal of Information and Optimization Sciences
3, 25-32.

11. Hanson, M.A. and Mond, B., 1987 Necessary and sufficient conditions
in constrained  optimization, Mathematical Programming 37, 51-58.

12. Hachimi, M. and Aghezzf, B., 2004 Sufficiency and duality in differentiable
multiobjective programming involving generalized type I functions, Journal of
Mathematical Analysis and Applications 296, 382-392.

13. Jeyakumar, V. and B. Mond, B., 1992 On generalized convex mathematical
programming, Journal of the Australian Mathematical Society(Series B) 34,
43-53.

14. Kanniappan, P. and Pandian, P., 1999  Generalized F-convex duality for
multiobjective problems , International Journal of Management and Systems
15, 245-256.

15. Kaul, R.N., Suneja, S.K. and Srivastava, M.K., 1994 Optimality criteria and
duality in multiple-objective optimization involving generalized invexity,
Journal of Optimization Theory and Applications 80, 465-482.



16.
17.

18.

19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

Multiobjective Nonlinear Programming Problems 147

Mangasarian, O.L., 1969 Nonlinear programming, McGraw Hill, New York .
Mangasarian, O.L., 1975 Second and higher order duality in nonlinear
programming, Journal of Mathematical Analysis and Applications 51, 607-620.
Mond, B., 1974 Second order duality for nonlinear programs, Opsearch 11,
90-99.

Mond, B. and Weir, T., 1981 Generalized concavity and duality, Generalized
concavity in Optimization and Economics (Edited by S. Schaible and W. T.
Ziemba), Academic press, New York, 263-279.

Mond, B. and Zhang, J., 1995  Duality for multiobjective programming
involving second order V-invex functions, in: B.M.Glower, V.Jeyakumar(Eds.),
Proceedings of the Optimization Miniconference, University of New South
Wales, Sydney, Australia, 89-100.

Mishra, S. K. and Rueda, N.G., 2001 On generalized nonconvex second
order duality for vector minimization problems, Recent Developments in
Operational Research, (Edited by =~ Manju Lata Agarwal and Kanwar Sen),
Narosa Publishing House, New Delhi, India, 273-282.

Pandian, P. and Kanniappan, P., 1999 Duality for nonlinear programming
problems involving (b,F)-convexity, Opsearch 36, 172-180.

Pandian, P., 2000 Optimality and duality in generalized pseudolinear in
multiobjective  programming, Indian Journal of Pure and Applied
Mathematics 31, 1151-1160.

Pandian, P. and Bharathi, K., Second order (b,F)-convexity in scalar
nonlinear programming ( Preprint)

Pini, R. and Singh, C., 1997 A survey of recent(1985-1995) advances in
generalized convexity with applications to duality and optimality conditions,
Optimization 39, 311-360.

Preda, V., 1992 On efficiency and duality for multiobjective programs, Journal
of Mathematical Analysis and Applications 166, 365-377.

Rueda, N.G. and Hanson, M.A., 1988 Optimality criteria in mathematical
programming involving generalized invexity , Journal = of Mathematical
Analysis and Applications, 130 375-385.

Srivastava, M.K. and Govil, M.G., 2000 Second order duality for
multiobjective programming involving (F,p,o)-type I functions, Opsearch 37,
316-326.

Weir, T. and Mond, B., 1989 Generalized convexity and duality in multiple
objective programming, Bulletin of the Australian Mathematical Society 39,
287-299.

Zhang, J. and Mond, B., 1997 Second order duality for multiobjective
nonlinear programming involving generalized convexity in: B.M.Glover,
B.D.Craven, D.Ralph (Eds.), Proceedings of the Optimization Miniconference
III, University of Ballarat, 79-95.



