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Editorial
 

Researchers should need a peep into the Organic material world for high 
switching element. 

From the middle of the last century 'Semiconductor' has been established 
as a tremendous succes...iful element in high speed electronic switching. Over GHz 
(10 9 Hz) rate of Switching response can be received very easily from any 
semiconductor based device. The device surrenders its operational speed above 
few GHz, because of the fundamental speed limitation of electronics. An electronic 
....ystem (whatever fast it may be) can not touch atval the THz (l012 Hz) operational 
speed. 

. In the constrast of electronics it is already established that an all-optical 
mechanism with non-liear optical material which is nothing but a photo-refractive 
material can go far above THz range of operational speed. Even a femto-second 
response may easily be achieved from such materials, but the problem lies in the 
availability of huge amount of such materials. Only a very few materials can 
show such super fast response. Again a high power laser is also essential to 
activate these non-linear materials. 

Now in the down of this century scientist should give a research peep into 
organic world. where organic compunds like ploymers and organo - metalie 
compounds may show its non-linear photo-refractive phenomenon with standard 
laser power. It such nonlinear response is found out in case of such organic 
materials, Femto-second response giving switching device will be achieved without 
any difficult. Ultra fast upgradation of machine, instrument systems will come 
with greater capacity. ability, activity and with cost effect-iveness. The horizon 
of the applicational world with instrument will be extended far above our 
expectation. 

We hope for the day of that tomorrow. 

Sourangshu Mukhopadhyay 
Editor-in-chief, 

Vidyasagar University Journal ofPhysical Sciences 
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Abstract: 
This paper deals with the historical development of optical soliton and their 

uses in the field of communication system. Here the research trend in optical 

solition communication along with its general features is discussed. 

INTRODUCTION: 

The advent of fibre optics has brought a revolution in communication system 

around the world, enabling an unprecedented amount of information exchange, with 

th~ speed of light. One of the keys to the success of the ensuing photonic revolution 

is the use of optical soliton in fibre optic communication systems. Solition is a com­

pressed optical pulses that can propagate through an optical fibre undistorted for 
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million and million kilometers. The magic for soliton formation is the careful balance 

of the opposing effect of chromatic dispersion and selfphase modulation. 
In the mid sixties at Princeton University two scientists, Zabusky and Kruskal, 

had discovered the existence of special localized waves, which exhibited particle like 

behaviour, when any two of these types of waves are interacted, they came out 

exactly from the collision keeping their identities intact. They named these stable waves 

'soliton', As a result of their efforts, they later found a method for solving the equa­

tion, which controlls soliton propagation. Many researchers then tried to find the 

existence of soliton in other dynamic system applying similar techniques. 

In 1973 Hasegawa and Tappert proposed that such soliton could be used in 

optical channels. Researchers had already been working on the possibility of using 

optical fibres in long distance communications. Such systems have greater transmis­

sion rate than conventional cable based systems. In the 1970's various optical fibres 

were designed, which contributed relatively low losses. However, they still had to 

overcome the fact that wave pulses in optical fibres tended to broaden due to differ­

ent cause of dispersion. This spreading was detrimental, since well separated pulses 

at the transmitter could overlap by the time they had reached the receiver, causing 

the transmitted information jumbled. However, soliton had the advantage for commu­

nicating informaiion with very very little loss or dispersion (1-3). 

More recent work has focused attention on the modification of non-linear 

Schrodinger (NLS) equation required to adequately desirable long distance commu­

nication with shorter pulses in fibre. 

These modifications include higher order dispersion (such as third and fourth­

order) optical shock (also" called the intensity dependent group velocity) and stimu­

lated Raman scattering (responsible for the soliton self frequency shift) etc. Spatial 

optical soliton have also been realized experimentally in liquid CS , glass, and AIGaAs 
2

slab waveguides and in CS
2 

cells. Much more theoretical and experimental attenua­

tion has been paid to temporal soliton, through due to their potential for important 

applications, such as in long distance fibre communications (4-13). 

The previous paragraph discussed optical soliton formed through the Kerr non 

linearity, but there are other non-linear mechanisms in optics that also allow solitary 

wave behaviour. Theoretically it is shown by Davcy-Stewartson (or Benny-Roskes) 
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equation that stabilized 2-D spatio-temporal soliton can be generated but to date 

these soliton have not been observed experimentally. This mechanism has generated 

a new field of study in non-linear optics as a means of producing extremely large, 

ultrafast third-order non-linear effects. Second-harmonic cascading is shown both 

theoretically and experimentally to support bright and temporal soliton (14-18). 

Other non-linear methods which support soliton generation include: formation 

of temporal soliton in the stokes pulse via stimulated inter-pulse Raman scattering 

(SRS), dark I-D and stable 2-D vortex spatial soliton in self-defocussing media with 

thermal non-linearity, plasma filaments in air and so called photorefractive soliton 

(19-21). 

Now we like to describe the use of soliton in different areas and its applica­

tions in this following studies. 

2. OPTICAL SOLITON IN LOGIC DEVICES: 

The limitation of use of electronic devices in cascaded digital logic and switch­

ing system has been suffering from some drawbacks. So, we motivate to research on 

a new class of devices based on optical soliton. Soliton is the natural carrier of 

digital information due to their threshold phenomena. Dispersion will occur for a non­

linear wave below the critical power but for higher power these non-linear wave 

evolved into one or more stable soliton. So, with the help of detected power binary 

logic levels may be represented. With the help of soliton properties the soliton colli­

sion and dragging gates manifests itself as a resolvable spatial or temporal shift. The 

soliton can maintain its original shape when the material present in homogeneities 

which is the main property for logic restoration. The soliton can exert a forceon one 

another which forces alter the direction in space or velocity with respect to time of 

. one or both soliton can result in a switching operation. Low switching energy per 

gate operation can be achieved by the ideal optical soliton logic gate is based on the 

three geometries which can allow for complete three dimensional confinement. I-D 

temporal soliton in fibre, 2-D spatio-temporal solitary waves in slave waveguide and 

3-D light bullets. Two soliton based logic gates based on the trapping interaction can 

statisfy the large signal gain and logic level restoration that is the temporal soliton 
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dragging gate device and spatial dragging gate. Dispersion can not occur for solitary 

wave for which temporal pipelining can be used at the gate level which can result a 

very high through out which is independent of actual gate length. The processing of a 

large number of independent data streams, for example ultrafast time division 

multiplexed transmission, bit serial computation and bit serial digital signal processing 

this architecture maps can be used (requently (22-28). 

3. OPTICAL SOLITON IN COMPUTATION: 

The advantage of optics instead of electronics are the inherent speed (above 

THz), Parallelism and lack of inductive or capacitive cross talk. Soliton based logic 

gates may be more effective in all-optical logic for switching and computing applica­

lions. Many all-optical switching and logic de. ices have been proposed but none of 

them have reached the stage of application for real systems. These shortcomings help 

us to study the optical soliton based logic devices. For digital logic operation the 

soliton based systems can satisfy some fundamental requirement which can also be 

applicable in practical area. 

Presently G. R. Collecutt and P. D. Drummond proposed an idea to develop 

an all-optical AND logic gate utilizing soliton formation in a planner wave guide with 

a parametric nonlinearity which have an advantage of femtosecond resolution digital 

response in transmitted pulse energy. Scientists are trying to develop many logic gates 

using soliton soliton collision and soliton formation in nonlinear media. It is reported 

that the operation of a power dependent all-optical cross junction along with func­

tional AND and NOR gates by spatial soliton with the help of its self guiding prop­

erties (29-43). 

4. OPTICAL SOLITON IN COMMUNICATIONS: 

Solitons have been studied in many fields of science and technology but the 

most prosperous application of soliton in the field of optical communications. Here 

information is encoded into light pulses and transmitted through optical fibres with 

large distances. In our traditional fibre communication system there is a major limita­
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tion due to fibre loss which can generate some distortion. This can be removed by 

placing some repeaters in some intervals. In 1988 Mollenauer et-al had shown that 

information can be sent with the use of soliton over 6,000 km without the need of 

repeaters. Presently the use of soliton as an information carrier in an optical system 

is being studied by the researchers. Recently it is seen that dark soliton can success­

fully propagate through optical fibre which can reduce the limitation in optical fibre 

communication. Those days are not so far when soliton will playa major role in 

optical communication systems (29-38). 

5. CONCLUSION: 

Soliton have shown up in many other areas of research. Not only have soliton 

being shown to occurring non-linear optics, they have also appeared in description of 

plasmas, protein models, general relativity, high energy physics, hydrodynamics and 

solid state physics. In particular soliton equation provide models, which can be solved 

and studied analytically. Soliton have their greatest impact on the development of the 

photonic computer. Soliton switching has already been demonstrated by taking ad­

vantage or soliton resistance to pulse distortion. 

The soliton concept makes a new approach to nature and so we can study 

many open problems with the help of soliton. With the help of mathematical meth­

ods such as inverse scatterting method, Hirota method, the Backlund transformation, 

the Paradox transformation and Painleve analysis the soliton concept has been devel­

oped. There are also required further investigation to characterized multi-dimensional 

soliton through the geometrical approaches is one of the promising part. Dynamical 

properties of multi-component soliton with their proper equation may also be studied 

in details. For soliton system under external forces, noises, impurities and dissipations 

effect, there are many scientists can report numerical works and perturbative analy­

sis. Most interesting theoretical and experimental problem is the non-linear wave' 

propagations under the periodic potential in non-linear optics and condensed matter 

physics. 
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Abstract: 
Optics can be introduced instead of electronics where high-speed logic operations 
and inherent parallelism are the essential tasks. Several studies on all-optical 
systems show that non-linear material can take a major role in the switching 
circuits. Matrix multiplication is an important operation in traditional mathematics. 
In this report we have developed an all-optical matrix multiplication scheme with 
massive use of non-linear materials. 

Keywords: Optical Computation, Optical Switch, Non-linear material, Non-linear 
Optics. 

INTRODUCTION: 

Electronic systems are not so successful [1] in high speed digital communication. In 
this aspect, one can introduce optics in place of electronics. Here one can expect very 
high operational speed (above GHz) in logic and algebraic processing units. Non-linear 
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materials may be introduced in this regard as a strong successful candidate [2]. These are 
some special kind of materials whose refractive index depends on the intensity of the 
incident light beam. The equation of some special type of non-linear material may be 
written as n = no + n2-I 

Where no is the linear term. 
n is the non-linear correction term. 

2 
I is the intensity of the incident beam passing through the material. 
It can be shown from the above equation that if we change the intensity of the 

incident light beam, the refractive index of the material will also change and therefore the 
direction of the output light also changes. This is shown in fig.1. Here A & B are two input 
signal (light beam). When both input beams are present, the output light would follow ON 
direction. At the time while only one input (either A or B) is present, output will traverse 
OM direction. This switching character can be successfully used in implementation of logic 
gates and optical switching circuits [3-5]. 

First of all, we want to discuss the operation of an optical AND block. The block is 
shown in the fig.2. The presence of light is denoted by binary number I and absence of 
light can be denoted by binary number O. PI and Q are two optical beams can be treated 

I 

as inputs. Output is taken only from Y 
J 
end. In this situation, when we send both input 

beams through the NLM block, the output can be received at Y terminal. In absence of
1

both the inputs or in presence of only one input beam, we cannot expect output at Y. end. 
This operation satisfies the AND operation and therefore the above block behaves as 
optical AND gate. 

Next, we would describe the operation of an optical Half Adder. This is shown in 
the fig.3. Here output may follow D2Y2direction when both the inputs (P2and Q2) are 
present. Output taken from Y

2 
end is denoted by CARRY (C). Again, output received at 

X end (this is possible when only one input P or Q is present) can be represented as 
2 2 2 

SUM (S). 
Here we have reported a multiplication scheme of two l-bit 2x2 binary matrix by 

using nonlinear material as switching element. 

2. ALL-OPTICAL MATRIX MULTIPLEXING SCHEME. 

We first consider two 2x2 matrices A and B. We want to multiply them. The 
mathematical operation should be 

S=AB= [AI A2 ] [B I B2]=[ A1BI + A2B 3
 

A A B B A

3 4 3 4 3B I + A4B 3 

11 VUJPS 2004
 



The first element of the rnanix Swill be the multiplication of first row of the matrix A 
and first column of the matrix B. The scheme shown in the fig 4. indicates the above 
operation. AND 1 & AND2 are two AND blocks. AND 1 block has two inputs A & B3.z 
Output is taken from N I end. Similarly, AND2 block receives two inputs AI & B). Here 
output is taken from N, end. HA is a half adder whose inputs are taken from N I & Nz 
end. Output taken from Y end, is denoted as CARRY (C,). Moreover, SUM (S,) can be 
obtained from X end. The final output can be written as CISI' It is the first matrixelement 
of the final matrix S. Similarly, other matrix elements can be calculated by changing the 
inputs of the ANDl and AND2 blocks. 

Let us take two matrices. 

A =[} ?] and B = [6 ~] 

We want to find out the first matrix element CIS, (i.e. A,B, + ~B3) of the multiplied 
matrix S. 

Here AI=l, Az=O, A3=l, A4=l and B1=l, Bz=l,B3=0 and B4=l 

First of all, AI= 1 & B ,= 1 appear at the input of AND2 block. Due to presence of 
light in both input channel, output would follow OzNz direction. Therefore K = 1. At the z 
same time, Az=O & B3=0 can be taken as the inputs of the AND 1 block. As there is no 
light in the input channels, we cannot expect signal at the output terminal of the ANDl 
block. So, K)=0. 

Now K,=O & K can be treated as the input of the HA block. Output would
2=l 

traverse along OX direction (due to presence of only one input signal). This indicates that 
only SUM is present and there is no CARRY signal, which means SUM (Sj)=l and 
CARRY (C1)=0. The first matrix element of the matrix S is C1S1=01. By the same 

A 

M ~. 

Fig. 1 : Optical NOll-linear Material. 
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Fig. 4 : All-optical matrix multiplication scheme. 
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C
operation, we can calculate other matrix elements. These will be C C and

2S2=01, 3S3=01 

4S4=1O. 

3. CONCLUSION: 

The proposed scheme is all-optical one. Tremendous operational speed (above 
THz) can be achieved in this proposal. This multiplication process can be extended to 
higher order matrices. 

Self-focusing phenomena, Stimulated Raman Scattering, Cross Phase Modulation 
etc such non-linear problems may arise. However as the whole operation is digital, so the 
above delay causing effects will not be effective here. 

REFERENCES: 

1.	 S. Mukhopadhyay, J. N. Roy and S. K. Bera, "Design of minimized LED array for 
maximum parallel logic operations in optical shadow casting technique". Opt. 
Commun., 99, 31-37(1993) 

2..	 S. D. Smith, I Janossy, H. A. Mackenzie, J. G. H. Mathew, J. J. E. Reid, M. R. 
Taghizadeh, F. A. P. Tooley and A. C. Walker, "Nonlinear optical circuit elements, 
logic gates for optical computers: the first digital optical circuits", Opt. Engg. 24(4), 
569(1985) 

3.	 Kuladeep Roy Chowdhury and Sourangshu Mukhopadhyay, "A new method of 
binary addition scheme with massive use of non-linear material based system", 
Chinese Optics Letters, Vol-I, No.-4, 241-242(2003) 

4.	 Kuladeep Roy Chowdhury and Sourangshu Mukhopadhyay, "An all-optical 
wavelength division scheme for parallel addition operation with non-linear material." 
Proc.First National Conf. On Nonlinear Systems & Dynamics, 28-301h December, 
2003, I.1.T. Kharagpur, India. 

5.	 Kuladeep Roy Chowdhury and Sourangshu Mukhopadhyay, "Binary optical 
arithmetic operation scheme with tree architecture by proper accommodation of 
optical nonlinear materials", Opt. Engg. 43( 1), 132-136 (2004) 

15	 VUJPS 2004
 



Vidyasagar University Journal of Physical Science, Page No. 16 to 23
 

Deposition of Ultrathin ZrO/ZnONanolayers on n - Si 

S. K. Nandi 

Department of Electronics & ECE, lIT Kharagpur 721 302, India
 

Currently at : Institute for Materials Research, Tohoku University, Sendai, 980-8577
 

Japan, e-mail: susantanandi@hotmail.com
 

Abstract: 
Zinc oxide (ZnO) thin film was deposited on n - Si by rf magnetron sputtering.
 
High dielectric constant (high-k) material, Zirconium di-oxide (Zr0 ) thin films
 

2

have been deposited on ZnO/n-Si substrate by microwave plasma enhanced 

chemical vapor deposition. The chemical compositions of ZrO/ZnO/n-Si films 
were investigated by x-ray photoelectron spectroscopy (XPS) which shows that 

the dominating chemical state of zirconia thin films is fully oxidized state, Zr". 
High frequency (1 MHz) capacitance-voltage (C- V), conductance-voltage (G- Y) 

and current-voltage characteristics of the deposited Zr0 films were measured.
2 

The values of interface trap density (D) and fixed oxide charge density (Qf I q) 

were found to be 1.3 x 1012 cm' eV:' and 3.3 x 1011 cm', respectively. 

INTRODUCTION: 

As candidates for new generation of gate dielectric [1], materials must have high 

dielectric constant, large bandgap, good thermal stability and thickness uniformity across 

the whole wafer, which is the stringent requirement of MOSFET devices and electronic 

circuits. To increase the gate capacitance while reducing the tunneling current, alternative 

high dielectric constant (high-k) materials are currently under intense investigation. 

Reducing the electric field is the most obvious way to minimize the tunneling current. 

Electric field can be reduced by increasing the physical thickness of gate oxide [2]. 

Therefore the challenge is to increase the physical thickness of gate dielectric in order to 
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reduce the tunneling current while maintaining an equivalent silicon dioxide thickness. It is 

well known that, the gate capacitance, C, of a capacitor is given by: 
C _ cox _ cl1k 

--d --d (1)A ox 11k 

Where, A represents the capacitor area, E and d are the dielectric constant and ox ox 

thickness of Si0
2
• The dielectric constant and thickness of high dielectric constant 

materials are denoted by EM and d"k' respectively. Most of the high-k materials can be" 
grouped into two categories in general: (i) materials that are not thermally stable with Si, 

such as Ti0
2, Ta.O, and SrTi0

3
• A thin barrier layer is required to prevent the reaction .. 

and interdiffusion at the interface and (ii) materials that are stable with Si, such as Zr02, 

Hf02 etc. Within the above dielectrics, zr0
2 
has attracted a lot of attention due to its high 

- E value (-20), large band gap (5.8eV) and low defect density [3,4]. 

Semi conducting ZnO has in the past found many potential applications, such as 

piezoelectric transducers, varistors [5], and various optoelectronic devices [6], as it has 

many interesting characteristics, i.e. piezoelectric, ferroelectric and it also exhibits n-type 

conductivity. ZnO is a II-IV compound semiconductor with a wide direct band gap of 

3.35 eV. If its semiconductor characteristics can be utilized, it is expected that light ­

emitting devices operating in the short-wavelength range [6], from blue to ultraviolet, and 

high power electronic devices as well as for microelectronic applications could be realized 

with ZnO. 

In this paper, we report the deposition of a thin high-k Zr0
2 
film on rf-sputtered 

polycrystalline ZnO films on n-Si substrate using microwave plasma enhanced chemical 

vapor deposition system. The chemical compositions of Zr0
2

/ ZnO /n-Si are studied 

using XPS and the electrical properties of the MIS capacitors fabricated using the 

deposited Zr0
2 

films have been measured using the capacitance-voltage, conductance­

voltage and current-voltage techniques. 

2. EXPERIMENTAL 

In this study, undoped ZnO (100 nm thick) thin films are grown on n-Si (100) at 

450°C by rf magnetron sputtering technique of sintered commercial 2-inch ZnO target 

(Purity> 99.99%). Only Ar is introduced as a plasma gas up to 10 mTorr. From x-ray 

diffraction pattern (not shown), the undoped ZnO thin films show the major peak of the 

preferential orientation along the (103) and minor one related to (002), and thus believed 
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to be grown with a polycrystalline ZnO structure, details of the film characterization 
reported elsewhere [13]. 

After standard cleaning (RCA) of the ZnO/n-type Si substrate followed by a dip in 

1% HF, Zrf), films were deposited by microwave (700 watt, 2.45 GHz) plasma cavity 

discharge system at a pressure of 500 mTorr and temperature of 150°C. For Zr02films 

deposition, metallorganic Zirconium tetratert butoxide [Zr(OCCCH),)4] 

compound and 02 were used as the source materials. The thickness of Zr02films 

(15 nm) was determined using a single wavelength (632.8 nm) ellipsome.er (Model: 

Gaertner L-117). XPS study was carried out using model ESCALAB MKII high vacuum 

system equipped with a concentric hemispherical analyzer (VG Microtech) with a residual 

gas pressure better than I x 10-8 Pa. Mg K:l X-ray (hv =1253.6 eV) radiation was used to 

excite the photoelectrons at an angle 30° between the analyzer axis and the sample normal. 

All spectra were taken at 300K (room temperature). The electrical properties of the 

deposited films were studied using AIIZrO/ZnO/n-Si MIS capacitors with an Al gate 

(area: 1.96 x 1O-3·cm2). The capacitance-voltage (C - V), conductance-voltage (G -V), 

current-voltage (I-V) and constant current stressing characteristics were measured using 

HP-4061A semiconductor test system and HP-4145B DC parameter analyzer, 

respectively. 

3. RESULTS AND DISCUSSION 

The broad energy XPS spectra of the films are shown in Fig. 1(a), It is observed 

that peaks are found to be at 100 eV for Si 2p, 149 eV for Si 2s, 182 eV for Zr 3d, 284 

eV for CIs, 532 eV for °Is, 1022 eV for Zn 2P3/2 and 1045 eV for Zn 2p\/2' Fig. l(b), 
l(c), and l(d) demonstrate the high resolution XPS spectra of 0 Is, Zn 2p, and Zr 3d, 

respectively. Fig. l(b) shows the measured 0 Is peak, which can be deconvoulated into 

two subpeaks at 531.8 eV and 529.7 eV, assigned to -OH and Zn-O bonding, 

respectively [13]. The peaks of Zn 2p (Fig. l(c)) are found to be at 1044.8 eV and 

1021.7 eV for Zn 2Pl/2 and Zn 2P3/2' respectively, with a separation of 23.1 eV between 

these two peaks [14]. The peak ofZn 2P3/2 at 1021.7 eV is a characteristic of the Zn 2+ in 

ZnO [15]. Fig. 1(d) shows the core-level spectrum of Zr 3d at binding energies 182.3 eV 

for Zr 3d and 184.6 eV for Zr 3d • The peak of Zr 3d at 182.3 eV is a typical 
s/2 3/2 s/2 

characteristic of the Zr+ in Zr02 [16]. 
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Figs. 2(a) and (b) show high frequency (l MHz) C-V and G-V characteristics of 

the AI/ZrO,lZnO/n-Si MIS capacitors. The values of interface state density (D)n was_ 

calculated from the C-V and G-V characteristics using Hill's method [17]. The fixed oxide 

charge density (Qr /q) and D , of the sample, are tetermined using the following 
i l 

expressions: 

c., t/, 2Q,./q =- (¢ . - 'l'f-V / ) ( )
Aq /II.' J} 

= 2G mox [[~)2 +ll-~)2]-1D. A C C ..... (3)
" q ill (j) lice act' 

where, C
oee 

is the insulator capacitance, ¢/IIS is the work function difference between 

metal and semiconductor, ¢/II is the Fermi potential of the heterolayers, V
1b 

is the tlatband 

Potential, G is the maximum conductance in G-V plot with its corresponding 
max '""'" 

capacitance C co is the angular frequency and A is the gate area of the capacitor, The 
m 

value of fixed oxide charge density and interface state density are found to be 3.3x 10" 
ern? and 1.3xlO'2ern? eV-l, respectively. 

The effect of constant current stressing (J
g
=5.1 mA/cm2) on Fowler-Nordheim (F­

N) tunneling characteristics of ZrO/ZnO/n-Si films with 300 sand 500 s stressing is 

shown in Fig. 3. It is observed that stress induced leakage current (SILC) is significance 

due to the generation of localized charges and trap states near the injection interface. 

4. CONCLUSION: 

High-k dielectric material Zr0
2 

thin films have been deposited on polycrystalline 

ZnO (I OOIlI11)/n-Si. From XPS spectrum, Zn 2P3/2 and Zr 3d s12 spectrum are found to be 
at 1021.7 and 182.3 eV which are the typical characteristics of the Zn2+ in ZnO and the 

Zr" in Zr02. The interface state density and fixed oxide charge density have been 
observed 1.3 x 1012 em? eV:' and 3.3 x 1011 cm' respectively. It has been shown that 

deposited Zr02films on polycrystalline ZnO thin films exhibit good electrical properties 

indicating their suitability for future microelectronic applications. 

ACKNOWLEDGEMENTS: 

Authors are grateful to Dr. S. Maikap for the ZnO film deposition and 

characterization. 

19 VUJPS 2004 



~~ -- ­ --------lI 

~ Zn 2p 

!\ \~ 01 

~I \)I~ -,
51'~ 1J
-ei C1s 

_~ ~ ) \ \Zr3d 

~ Uq;:::
 
><
 

1050 900 750 600 450 300 
Binding Energy E b (eV) 

lea) : Nandi et al. 

I 
Zn 2p, 

Zn 2p 
~ '1> 

i~~
 

150 0 

~
 

,1
c: 

xI ~ 
1050 1044 1038 1032 1026 1020 

Binding Energy E b (eV) 

l(c) : Nandi et al. 

o 1s 

C
-iii 

~ \ 
C I \ 

IC=~-_._~~-.~~-.~.~.._-_._._.-~~
 
534 532 530 ' _~8 526 

Binding En ergy E b (eV) 

l(b) : Nandi et al. 

Zr 3d 

\
\ I 

~~I'-:-:.'-=---------:-:'-:-~___:_:_:_---'--~---'--
192 188 184 180 176
 

Binding Energy E (eV)
 

led) : Nandi et al. 

C
-in 
c: 
2 

Fig. 1 : X-ray photoelectron spectroscopy results of the 

(a) Broad energy wide scan ZrO jZnO/n-Si films, 
(b) 0 1s and (c) Zn 2p, and (d) Zr 3d peaks of ZrO/ZnO/n-Si films. 
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Abstract: 
An optical system for subtraction of binary numbers is proposed where 

binary digits are expressed as the presence (=1) or absence (=0) of light. 

This system supports the inherent advantage of optics in high-speed 

computation, as the system is all-optical. A composite slab of linear medium 

and non-linear medium is used here as the basic building block of the 

scheme. 

INTRODUCTION: 

In last few decades, the field of optical/optoelectronics parallel computation 

has seen significant developments'":". During these research endeavors non-linear 

materials'>" take the important role in preparation of optically controlled switching 

systems. In this paper we report a method in which subtraction of binary data are 

carried out optically keeping the concept of borrow based mechanism intact by using 

non-linear materials based switching system. 

The refractive index of some isotropic non-linear materials can be expressed as 

n = no + nJ, where no and n
1 

are linear refractive index and non-linear correction 
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term respectively. "1" is the intensity of the polarised laser rediation passing through 

it. According to above equation, the refractive index of the non-linear material increases 

with the increase of intensity of the guiding beam, where in case of linear material the 

refractive index is independent of the intensity of the used litht beam. 

With this intensity based character of non-linear material an optical switching 

device can be evolved. 

As the refractive index of non-linear medium changes with the change of light 

intensity then the direction of the output beam from non-linear material will be changed 

in accordance of the change of the intensity of the light beam passing through it. 

Therefore a non-linear material admitting the light of different intensities in 

different directions behaves as an optical photo-refractive switch. 

Such intensity dependent switches can be used successfully in development an 

all-optical half and full adder. This type of full-adder mechanism is already reported'!' 

To develop the scheme, we first consider a system of having the combination 

of linear and non-liner medium as given in figure-I. Here 'X' and 'Y' are two input 

channels. If 'X' is equals to 1 (" 1II signifies a prefixed polarised laser intensity "1") 

and 'Y' is also 1 then the total input is of double intensity (21) and light pasing 

through the non-linear material will follow the path OP (which can be called a path 

of double intensity 21). Again if 'X' is equals to 0 and 'Y' is equals to 1 or 'X' is 

equals to I and 'Y' is equals to 0 then the input is of single intensity and the light 

passing through the non-linear material will follow the release path OQ (which can 

be told a path of single intensity "1"). If 'X' and 'Y' both become 0 then no light will 

be found to seen in the output of NLM. 

The electronic version of a half subtractor is very well known. In this scheme 

attempts have been made to develop an optical equivalence of half subtractor by 

accommodation of proper non-linear material. Here input bits as well as the out put 

bits represented by presence (=1) or absence (=0) of the polarised laser signal. 

To describe the scheme let us consider 'A' and 'B' as the minuend and 

subtrahend bits respective. In this subtraction the difference bit is denoted by 'D' 

(which we get through the channel OQ) and bOlTOW bit by 'C' (which we get through 

the channel OP') described in fig-2. This figure basically is a schematic diagram of a 
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half subtractor. Hence 'A' and 'B' will be input to the half subtractor and 'C' and '0' 

are the two outputs. 

In this scheme the outputs of NLMI and NLM2 are taken from the single 

intensity (1) path, but in NLM3 the output is taken from double intensity (21) path. 

C. L. is the constant light source giving the laser light of 'I' intensity for all the time 

of operation. 

When 'A' equals to 1 and 'B' equals to 0 then light after passing through NLM 1 

follows the path OQ (which is a path of single intensity) i.e. we can get 1 output at 

'D'. Again as 'A' equals to 1 and C. L. is I therefore the output from NLM2 is 0 

(as the output from NLM2 is collected only for the single intensity path). Since output 

of NLM2 is 0 and 'B' is 0, the input NLM3 is also 0 and no light will be found 

through the channel O'P' i.e. the output 'C' from NLM3 equals to O. Therefore for 

'A' =1, 'B'=O the outputs are 'C'=O and 'D'=1. Similarly for 'A' equals to 1, 'B' 

equals to 1 combination 'C' and 'D' both become 0 and for the combination of 'A' 

equals to 0 and 'B' equals to 0, 'C' and '0' both become to O. For 'A' equals to 0, 
'B' equals to 1; 'C' and 'D' both become 1. 

The conventional truth table for half subtractor is shown in table 1. 

Table - 1 

Input 
A 

Input 
B 

Output 
C 

Output 
0 

1 0 0 1 

1 1 0 1 

0 0 0 0 

0 1 1 1 

This truth table completely supported by the half substractor scheme as 

described in fig. - 2. 

A full subtractor performs the subtraction involving three bits i.e. it takes into 

account the minuend bit, subtrahend bit and the borrow coming from the previous 

stage. It has three inputs 'X', 'Y' and 'Co' corresponding to minuend bit, subtrahend 
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bit and borrow bit from the subtraction process of previous stage respectively. The 

outputs are the difference bit 'D' and the borrow bit what to be carried to the next 

state 'B'. The table-2 shows the detail truth table for a full subtraction. 

In this scheme of full subtraction shown in figure-3 the output of NLM1, NLM2 

and NLM5 are taken from the single intensity (1) paths but in case of NLM3 and 

NLM4 the output are taken from double intensity (21) paths. C. L. is the constant 

light source (having I intensity of the laser beam). 

Now we consider the case of subtraction when 'X' equals to 0 'Y' equals to 0 

and 'Co' equals to O. When 'Y' equals to 0 and 'Co' equals to 0 output of NLMI is 

O. As output of NLMI is 0 and 'X' is 0 the output of NLM5 is also 0 i.e. the output 

'D' is equals to O. Again as 'X' equals to 0 and CL, is 1, output of NLM2 becomes 

1. Since output of NLM 1 is 0 and output of NLM2 is 1 the output of NLM4 is O. 

Further more as 'Y' equals to 0 and 'Co' equals to 0 so output of NLM3 is O. As 

output of NLM3 and output of NLM4 both is 0 the combined output at 'B' (which is 

a combination of the outputs of NLM4 and NLM3) will give us O. Here finally we 

can say that the outputs 'B' and 'D' both is 0 for X=Y=Co=O. Similarly for different 

values of 'X', 'Y' and 'Co' we get different values of 'B' and 'D' as guided by the 

respecti ve truth table given in table - 2. 

Table - 2 

Input 
X 

Input 
Y 

Input 

Co 

Output 
B 

Output 
D 

0 0 0 0 0 

0 0 1 1 1 

0 1 0 1 1 

0 1 1 1 0 

1 0 0 0 1 

1 0 1 0 0 

1 1 0 0 0 

1 1 1 1 1 
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This system is wholly all-optical so speed of operation is very high and the 

scheme can go on its function in parallel. To activate the non-linear material we 
should use a suitable polarised light beam. It is to report also that as the channels 

showing outputs are intensity dependent, the input values of intensities (at X, Y, Co 

and C. L.) should be maintained properly (i.e. 1 should be a specific 'I' and 0 is no 

light) to get the outputs at the repective fixed points. 

(The author acknowledge 'Council of Scientific and Industrial Research (CSIR)' 

for the extension of research followship to Nirmalya Pahari for working in the above 

held). 
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Fig.1 

An optical switch using of linear and non-linear optical material. 

B P 
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NLMI 

NLM2 

C.L 
OUTPUTC 

pi 
Q' 

Fig.2 

All all-optical half subtractor using the combination of linear and non-linear 
optical material. 
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C.L=4--+­ ~ 

OUTPUTB 

Fig.3 

An all-optical full subtractor using the combination of linear and non-linear 

optical material. 
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Abstract: 
Pbs is an important compound semicounductor (1) among the lead 

chalcogenides. In the present investigation chemical method has been pre­

ferred to grow thin films of PbS. After growing these films at a particular 
thickness, some of them have been annealed at different temperatures in air. 

The electrical and X-ray studies have been done on these annealed films as 
well as on non-annealed films. An attempt has been made to correlate the 
electrical results with the X-ray results for films deposited under different 

conditions. 

INTRODUCTION: 

Compounds of Lead with elements of group VI forms an important class of 
semiconducting compounds. Among them lead sulphide can be easily obtained both 
in this film. and bulk form compared to the other members of the lead chalcogenide 
groups. Electrical properties of PbS have been reported by several authors (2-7). 
But there was no attempt to correlate the electrical properties with the particle size 
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of the films grown. By conventional standard evaporation methods it is quite tough to 
maintain the right stochiometry of sulphur in PbS. These shortcomings can be con­
veniently overcome by depositing PbS films by a simple and inexpensive electroless 

chemical method. 

EXPERIMENTAL DETAILS: 
GROWTH: 

Chemical method of preparing photo-conducting PbS films has been followed. 

The general procedure is to prepare aqueous solution of lead acetate find thiourea of 

appropriate strength which when mixed forms a complex of lead acetate and thiourea. 

The complex is then decomposed by the addition of some alkaline solution to pro­

duce a PH about 12. Properly cleaned glass slides are dipped in this solution. Lead 

sulphide slowly coagulates and deposit on the glass slides in thin form. The time of 

deposition is about 24 hours. The thicknesses of these films are measured by surfometer 

and it is found to be of the order of 2J.l. After growing, some of these films are 

annealed in air at 125 0 e in air, and some are annealed at 200 0e in air. 

X·RAY STUDIES: 

X-ray diffractogram of non-annealed and annealed PbS films are done from 

lower to higher angle (28) values. The diffraction maximum gives rise to peaks which 

are identified comparing with the standard 28 values of lead sulphide. X-ray tube 

was operated at 30 KV and the tube current was maintained at lOrna. Figure-l 

shows X-ray diffractogram from (111) and (200) planes for non-annealed as well as 

annealed films. 

ELECTRICAL STUDIES: 

In the present investigation systematic studies of dark conductivity and thermo­

electric power measurement have been carried out of for PbS non-annealed films 

from low temperature region 173° K to room temperature 300° K. Same measure­

ment has been done for the films annealed at 1250 e and 200°C respectively. 

Firstly the film is coated with colloidal graphite on both ends. Colloidal graph­

ite is found to give good ohmic contact in PbS films. Then the sample is introduced 
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in the sample housing system. The sample housing is then evacuated using a rotary 

pump. The temperature of the sample is lowered by pouring liquid nitrogen in the 

pi pe attached with the sample housing system. After the system reaches a steady 

state further supply of liquid nitrogen is cut off and the sample holder is allowed to 

warm up slowly. The temperature of the sample measured using a copper constantant 

thermocouple. The measurement is done in a vacuum of the order of 10-3 torr. The 

dard resistance of the sample is measured using the resistance mode of the micro­

voltmeter (Keithley).The dark resistance can be found out easily at various tempera­

tures starting from low to room temperature. The arrangement to measure the ther­

moelectric power is almost same like the previous arrangement for the measurement 

of dark conductance. The only difference is that one more thermocouple has to be 

inserted at the other end of the sample. One end of the sample is heated by a fine 

wired heater. So the differences of temperature at both ends can be easily measured 

with the help of two thermocouples kept at different ends of the sample. Thermo-emf 

of non-annealed PbS film is measured in the temperature range 173°K to 300°K. 

The precaution is taken so that the difference of temperature between the ends do 

not exceed 10°C. Same measurement is repeated for films annealed at 125°C and 

200°C respectively. 

RESULTS & DISCUSSIONS: 

The various peaks obtained from X-ray diffractogram of these films are identi­

fied comparing with the standard d values. Hence the planes from which relections 

take place are also designated. Also lattice constant calculated from the observed d 

values is found to be close to the reported value (5.92AO). So these deposited films 

are found to be PbS and are polycrystalline in nature. Scherrer deduced following 

relationship between the dimension of the crystallite and pure diffraction broadening 

assuming that the broadening is only due to particle size. 

P=KA /~ cose 
Where P is the average crystallite dimension perpendicular to the planes, A is 

the wavelength of X-ray used. K is a constant, which depends upon the shape of the 

particle and its value is close to one. ~ is the width at half maximum intensity. e is 

the Bragg angle corresponding to reflection from (200) plane. Now the particle size 
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calculated considering (200) peaks under different annealing condition are given in 

Table-l 

It is observed that particle size of the film decreases with increase of annealing 

temperature. This may me due to the breaking of larger crystallites into smaller ones 

as the films are annealed in air. As the resistance of the sample is measured the 

conductivity of each sample can be easily found out from low temperature to room 

temperature. Now the thermoelectric measurement shows that PbS films deposited 

by chemical method are found to be slightly P type. The thermoelectric measure­

ment in the same temperature range gives thermoelectric power of the sample corre­

sponding to different temperature environment. Knowing thermoelectric power carrier 

concentration of the sample can be found out from the following relation. 

P = Nvexp (2-aq/k) 

Where N =2(2nm *kT / h2) 312 
'v h 

a is the thermoelectric power, q is the charge of the carrier, K is Boltzman 

constant and m * is the effective mass of the hole in lead sulphide. 
h

As the conductivity and carrier concentrations are known at any temperature, 

mobility can be found from the following relation. 

cr=pq Il 

The conductivity, thermoelectric power and mobility calculated at each anneal­

ing condition are shown in table 2. Plots of Inu Vs lIkT are shown in figure2. At 

any particular annealing condition the variation of dark conductance is very small in 

the specified range of temperature (173°K - 3000K). Hence variation of carrier con­

centration is also very small in the above mentioned temperature range. So the change 

in conductivity is mainly due to the change of mobility. Mobility is expressed as is 

Il = ll e-t. <P/kT 
o

the barrier height of the junction formed in the polycrystalline PbS films at the grain 

boundary. From the Inu Vs l/kT plot, a straight line is obtained. The slope of the 

line gives barrier height. It is observed that barrier height decreases with increase of 

annealing temperature. This may be due to the breaking lip of the particles with 

increase of annealing temperature. This observation is also is in agreement with the 

X-ray result. As a result the mobility of the carriers increase in annealed film com­

pared to the non annealed film. 
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Table - 1
 

Thickness of the sample-zu, Wavelength of X-ray = 1.5405A°
 
Sample Bragg angle I Half Width I I'art:':~) Size IJ3 (10-;\ 

·i 
, II 28 -i,,,_._-,-_._---­ INon-Annealed 29.50 . () ­ ') 

""~U.J.~ oJ" .­

Annealed at 1250 29.50 15.7 101 
Annealed at 2000 29.50 18.2 70 

Table - 2 

Sample 0­

mho-em 
Thermo 

Emf (my) 
a yolt/oK 

10-4 

p cm' 
1014 

Jl 
cm'v''v' 

T 
oK 

.024 6.63 6.63 4.02 372 263.9 
Non­ .016 6.53 6.53 3.74 267 232.5 
annealed .013 6.49 6.49 3.61 225 219.1 
Film .0095 6.40 6.40 3.51 170 220.2 

.0083 6.37 6.37 3.43 151 193.3 

.056 5.98 5.98 8.55 409 263.9 
Film .044 5.89 5.89 8.33 330 241.9 
Annealed .039 5.86 5.86 8.17 298 232.5 
at 125°C .339 5.81 5.81 7.93 259 219.1 

.024 5.76 5.76 7.33 204 200.2 

.021 5.75 5.75 7.09 184 193.5 

.046 6.21 6.21 6.57 437 263.9 
Film .042 6.16 6.16 6.51 403 252.4 
Annealed .034 6.10 6.10 6.19 343 232.5 
at 200°C .029 6.06 6.06 5.96 304 219.1 

.022 5.99 5.99 5.63 244 200.2 

.020 5.96 5.96 5.55 205 193.5 
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Abstract: 
This paper describes a high speed low voltage ECL inverter. The circuit 

features a positive feedback scheme to improve the speed and to reduce the 

supply voltage of the ECL inverter gate. An even or odd number stages can 

be cross coupled or directly coupled to form a ring oscillator YCO. An 

improvement of speed of 10% was obtained from simulation and also from 

practical circuit using discrete components. Minimum supply voltage required 

is 2.1 volts. The presented circuit can be fabricated in Integrated Circuit 

form. 

Keywords: Yoltage Controlled Oscillator (YCO), Emitter Coupled Logic 

(ECL), Phase Locked Loop (PLL), Ring Oscillator. 

INTRODUCTION: 

Electronically tunable integrated oscillators are in large demand for applications 

in communication and signal pr?cessing [1-4]. An attractive form for realizing precision 

controlled oscillators would be the use of inverter cells in cascade fOnTI. The frequency 
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is determined by the delay time of the inverter and the effective number of inverter 
stages [5,6]. Various activepull-down schemes [7-10] have been actively pursued to 
reduce the power consumption and improve the delay of the emitter follower stage in 
high speed ECL circuits. These schemes, however, have the following drawbacks: 
1) special element, such as capacitor [7-9] or charge storage diode [10] is used to 
couple the signal from the logic stage to the base of the pull-down pnp transistor, 2) 
additional devices are needed to implement the biasing circuit for the active pull­
down transistor, and 3) the power consumption for the biasing circuit is wasted, thus 
limiting the application of these schemes in VLSI applications. 

This paper presents a high speed low voltage ECL inverter. The circuit features 
a positive feedback scheme to improve the speed and to reduce the supply voltage 
of the ECL inverter gate (Fig. 1). This scheme utilizes both output phases of the 
ECL circuit, so that pushpull output is possible. There is another very important 
advantage of this dual phase ECL circuit. If even number of inverter stages are 
connected serially and then the output of the last stage is cross coupled with the 
input of the first stage (Fig. 2) it will form a ring oscillator, whose frequency will 
depend on the delay time (i.e. on the current source current) of each inverter stage. 
For this case quadrature output is possible, which is very much useful invarious 
communication systems. The implementation of VCOs using such cells, and the 
frequency tuning characteristics of VCOs with voltage/current, and their comparison 
with VCO using standard ECL inverter cells are discused in section 2. 

RS 

10K 
Vee 

R3 SK 

0--+---+-----'-1 
'lin 

]" ~Q3 l'q202222 q2n2222J 

~.o 

Fig. 1 : Modified EeL inverter with positive feedback. 
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X1 X2 

r~ 

Fig. 2 : A two stage ring oscillatior giving push-pull outputs 

2. EXPERIMENTAL RESULTS AND DISCUSSIONS 

This section presents the results of experimental studies on applications of VCOs 

implemented with standard ECL and modified ECL inverters using discrete 

components. 

2.1 Frequency Tuning of the veo 
The measured frequency variation with the cUlTent source current I of the VCO 

using two stage modified ECL inverters of Fig. I is shown in Fig. 3. The supply 

voltage (Vee) is 2.1 volts. For comparison, the frequency variation with current of 

the YCO using two stage standard ECL inverters is also plotted on the same graph. 

The experimental results show that the frequency variation with current is 552.5 MHz} 

rnA and the maximum frequency obtained is 95 MHz, when 2 stages of standard 

ECL inverters are cascaded to form ring oscillator VCO. On the other hand, when 

the modified ECL inverter of Fig. 1. was used, the frequency of oscillation increases 

by nearly 14.5% and a better linearity with a slope of 329 MHz/rnA is obtained 

using a feedback reistance of 4.7KQ . Now the maximum frequency of oscillation 

raises to about 105 MHz. When the feedback resistance is increased to 10 KQ, the 

frequency of oscillation increases by nearly II% with a slope of 434.5 MHz/mA and 

the maximum frequency of oscillation is 100 MHz. From this figure, we see that 

there is a discrepancy between the PSPICE simulated results and experimental results. 

This discrepancy is due to the fact that from the manufacture's data sheet we could 

not get the exact PSPICE parameters of the experimental transistors. 
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Fig. 3 : Experimental [requency variation with current of the VCO using 
2 stage modified ECL inverters of Fig. 1 and standard ECL inverters. 

t1t1t1 Modified ECL inverter with 4. 7K feedback resistance 
x x x Modified ECL inverter with 10K feedback resistance 
DOD Standard ECL inverter 

2.2 Application of the proposed veo 

Frequency synthesizers consisting of YeO, reference oscillator, programmable 
counters are an integral part of transceivers. Synchronized / phase locked oscillators 

are widely used for suppression of noise and interference in an incoming signal [11­

12]. Phase locked loops provide multiphase clock signals in digital circuits [13-15]. 

Multiphase outputs are also required in coherent PSK reception. In particular, for 

four phase PSK, one requires quadrature signals. 

Multiphase signal generation 

Multiphase-non-overlapping clocks may be generated by taking advantage of 
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the extremely accurate phase tracking capability of charge-pump PLLs [16-17]. In 
this case, the yeO is composed of a multistage tapped delay line that is automatically 

calibrated to a precise delay per stage. The generation of arbitrary multi phase clocks 

is posible with proper decoding of the signals from the delay line-taps. In many 

telecommunication applications (e.g. synchronous detectors) signals that are in 

quadrature are needed. Such quadrature outputs are generated using 4 stage modified 

ECL inverter VCO as shown in Fig. 4. The signals obtained from the outputs of 

stages X2 and X4 are in phase quadrature and are shown in Fig. 5. Note that the 

frequency obtained is only 6.87 MHz, because the circuit was implemented in bread 

boards and there are large parasitic capacitances in the bread boards. 

L I"­
X1 

'--­

• 

X2 

~ 

-----< ~ M t-lX3 

Fig. 4 : Generation of quadrature outputs using 4 stage modified EeL inverters. 

Fig. 5 : Photograph of the quadrature output waveforms of a four stage 

ring oscillator (Vee = 2.1 Volt, R
FB 

= 4.7 KQ ) 
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3. CONCLUSION 

This paper reports the results of the study of a high speed low voltage ECL 

inverter. The circuit uses a positive feedback scheme which improves the speed of 
operation, while reducing the supply voltage requirement. Two stages of such inverters 

are serially connected and eros coupled to form a ring oscillator VCO. A wide tuning 

range from few MHz to about about 83 MHz is obtained over a current variation of 

about 1 rnA. These circuits functions as a low supply voltage of 2.1 Volts. Applications 

of the VCO in generation of quadrature and multiphase signals have been 

demonstrated. 
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Abstract : 
After glow in low pressure Toroidal discharge which remain visible for many 
seconds (T) (T defined as the time of persistence) can be produced by 
applying an axial magnetic field to the decaying discharge. Presistence time 

has been measured for different pressure, time of excitation and axial magnetic 
field, indirectly to diffusion of charged particle to the wall of the Torus. The 
effect of T on Varying the pressure, plasma voltage, excitation time and 
strength of the magnetic field are described and discused with the decaying 

discharge. 

Key Words: Toroidal discharge, persistence time, decaying discharge. 

INTRODUCTION: 

The investigation of the after glow process in a decaying plasma and the 
measurements of the coefficient of recombination have been carried out by a large 
number of researchers 1-3. The study has provided us with information regarding the 
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various processes of electron-ion dissociative and radiative recombination and their 
relative importance in a decaying plasma. The after glow being considered here is 
different from that investgated hitherto in the sense that where as in a normal afterglow 

the decaying time is of the order of a few microsecond or less, in our experiment the 

glow was allowed to continue for a few seconds by applying a Toroidal magnetic 

field which provided confinement of ionization and allowed the plasma decay at a 

much slower rate. The object is to study the confinement of ionization and loss 

mechanism process are functions of an externally applied axial magnetic field, it was 

thought worthwhile to study the persistence time at such an afterglow in presence of 

axial magnetic field as well. However, it would seem that diffusion is an important 

and at time dominant loss mechanism. 

EXPERIMENTAL PROCEDURE: 

Figure 1 Shows the experimental arrngernents. Investigation has been carried 

out in the after glow of Air of a Toroidal discharge with an axial magnetic field. The 

magnetic field was supplied by solenoidal coil, varying between a Gauss and 80 

Gauss. The Torus of aspect ratio (a) 4.14 is excited by 13.56 MHz radiofrequency 

power supply using H-type solenoid coil at reduced pressure. The out-put r.m.s voltage 

is measured by a vacuum tube volt meter. The pressure was noted by callibrated 

Mc. Leod gauge. The Toroidal discharge was run for a few minutes so that a steady 

condition was reached. Then the excitation was switched off. A glow which developed 

in the wake of switching off of the discharge persisted for a few seconds and then 

disappeared. Time of persistence of the glow was recorded by a digital stop watch. 

Therefore the glow was measured under different conditions of the discharge and in 

presence of axial magnetic field. 

RESULTS AND OBSERVATION: 

The discharge is excited for a few minutes, the Toroidal magnetic field varied 

between aGauss <U1d 80 Gauss in the range of pressure from 0.005 torr to 0.05 torr. 

Figure 2 shows the variation of persistence time (T) with torus excitation time 

varying between 1 munute to 6 minutes that the discharge has been switched on. It is 

on the basis on the similar tendency towards an asymptote of all three curves that 6 
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seconds was droped as the time of switch off in all cases before the afterglow's 

investigation started. Fixed pressure and plasma voltage are 0.01 torr and 2 volts 

respectively. 
Figure 3 shows how T varies with plasma voltage (r.m.s). at pressure 0.01 torr 

for excitation time 1 minute. There is a tendency towards saturation which must some 
how arise after a corresponding growth in the active species or their precursors in 

the discharge. 
Figure 4 shows the variation of persistence time with pressure at 1 minute 

excitation time and 2 volts plasma voltage. The decrease of persistence time with the 

increase of pressure are followed systematically in magnetic field. 
Figure 5 shows how T varies with the increase in the magnetic field. The origin 

of the tendency towards saturation is not entirely clear. It could be arised in a 
number of ways. The pressure of the system was 0.005 torr and 2.5 volts plasma 
voltage. t,:; 

DISCUSSION : 

The reason for persistence of the glow after excitation of the main toroidal 
discharge may be due to the fact that the flow of plasma current has built up a 
sufficiently high electron density. It is observed from the measurement of persistence 
time in presence of toroidal magnetic field that persistance time increases when the 
magnetic field is present than in its absence. This is evident for the different OG to 

70G magnetic field for the variation of plasma voltage from 1.0 to 4 volts. Magnetic 
field was switched on just before the switching off of the discharge voltage. Visually 
it was observed that as magnetic field increases the the glow becomes brighter', 

The magnetic field also effect the continuance of the after glow phenomena in 
another way. As we know the loss of charged particles, is due to recombination, 
attachment and diffusion and it is difficult to ascertain which loss process predominates. 
If we assume that loss of charged particles is due to diffusion then as well known the 

diffusion coefficient decreases in presence of magnetic field acording to the relation 

D eB 
D = 2 2; W =- Cyclotron frequency, 't' is time for collision between u l+w n'r n m 

charged particles and neutral atoms and molecules. 
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As the diffusion of charged particles towards the wall decreases the energy 
carried by the charged particles towards the wall where they are neutralised by 
recombination also decreases. In this investigation, we have however, recorded the 

persistence time only. Attempts are being made to put forward an anlytical expression 

of the observed results. 
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Fig. 1 : Experimental arrangements 
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Abstract: 
Quantum mechanical study of gas phase reaction of potassium iodide and 

iodine to form potassium triiodide has been carried out by AM 1 method with 

complete geometry optimization of the species. After construction of the po­

tential energy surface the energetically favourable reaction path has been 

characterized. It is found that radicals as well as ions take part in the reac­

tion. The results are in agreement with experiment. 

INTRODUCTION AND OBJECTIVE: 

It is well known 1-4 that solid iodine is very little soluble in water but in pres­

ence of little potassium iodide it is highly soluble forming potassium triiodide. The 
reaction is reversible and the equilibrium can be well studied in under graduate labo­

ratories 

KI + 12 ~ KI) 
Knowledge about the pathways of the reaction is meagre. The purpose of the 

present work is to calculate theoretically the favourable reaction path of the reaction 

in gas phase. 

METHOD OF CALCULATION: 

Global model' has been used to calculate the energy changes associated with 
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the making and breaking of bonds during the reaction. It is desirable that the calcu­

lation should be of ab initio SCF variety", but such calculations are very costly and 
not always fruitful. We have used semi-empirical AMI method? for two reasons.The 

computation time is very small and the reaction path is reliable. Here only relative 

values of heat of formation/total energy are necessary. All geometrical parameters of 

the species involved in the reaction path are fully optimized. 

RESULTS AND DISCUSION : 

Computed AMI enthalpies of various species are summerized in Table I along 

with the available experimental values. Fig. I plots the variation of enthalpy vs reac­

tion coordinate. Units for reaction coordinates are not shown, since these are dis­

tances of various bonds and angles taken together. In the gas phase the reactant 

molecules (a) KI, 1
2 

may form K, I, 1
2 

(b), K, I, 21 (c), KI, 21 (d), K, I] (d) 

radicals. On the other hand the reactant molecules may form K+, 1-, 1 (e) or K+, 21­
2 

, 1+ (f) ions.KiL, (d) may be formed either from a-t d or d -tC -td or c-t d or 

b-» C-t d. After that triiodide ions, 1 - of K+, 1 - (g) can be formed spontaneously 
3 3 

from d-t g or e--=-t g or f-t g followed by subsequent formation of product KI] (p). 

Among the process a-t d-t g-t P 

is energetically favourable. Although the path a-t d is energetically favourable but 

the path c' -td is energetically disfavourable than the path a-t d. so the scheme can 

be summerized as 
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From Fig. 1. it is also found that the overall energetically favourable reaction 

path may be as follows. 

KL, 1 --7 K, 1 --7 K+, 1 ---7 KI
2 3 3 3 

(a) (d) (g) (p) 

The energy barrier for the reaction in gas phase has been calculated to be 

21.16 kcallmol. It is obvious that the reaction may be reversible due to this relatively 

small energy barrier. This is in excellent agreement with the experiment. In Table II 

optimized geometries of different species involved in the reaction proces are given 

along with the available experimental values. A good agreement is found in some 

cases. 

400 

350 
f 

300 

t 

o 

REACTION CO-ORDINATE ~ 

FIG 1. Variation of enthalpy vs. reaction coordinate for K/ + /2 ~ K/
3 
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Table : I Computed AMI enthalpy (kcal/mol) 

Formula (Species) Heat of formation (Obsd1l 

KI -83.94 

1
2 

99.38 (35.81) 

KI, 1
2 

(a) 15.37 

KI
3 

(p) -103.04 
1 ­

3 
-42.32 

1­ -2.22 

310.33 

1 25.52 

K, I, 1
2 

(b) 124.89 

K, 31 (c) 76.55 

K, 1
3 

(d) 36.53 

KI, 21 (c/) -32.81 

K+, I', 1
2 

(e) 97.16 

K+, I+, 21" (f) 314.78 

K+, 1 
3 

" (g) -42.32 

1. References 1 

Table II Computed optimized geometry of different species (length in AU, angle 
in degree) 

Formula (Species) Geometrical parameter (obsd1l 

KI Kl3.l4 (3.01)
lz I 1 2.37 (2.67) 
11_12 

"e-K (p) 11122.60121' 2;62 
]3K 4.16l 1e13 163.09 
]2]3K 71.57 I ll213K 0.16 

(11_12_ 13)" 
]1 12 2.58 ]2 13 2.58 

rlJ2e 127.82 
(J'-12

_ 13r ee 2.62 (2.83) fe 2.61 (3) 
ll12e 179.85 (176) 

1. References 1-4 
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Abstract: 

The unsteady hydrornagnctic flow between two infinite horizontal parallel plates 
induced by the non-torsional oscillation of one of the plates in a rotating system 
under the boundary layer approximations is investigated. An exact solution of the 
governing equations has been obtained by using Laplace transform technique. It is 
shown that in the steady state, this problem reduce lo the unsteady hydrornugneric 
houndary layer problem in a rotating system with the oscillation of the free stream 
velocity when the oscillating plate is situated at an infinite distance from the 
stationary plate. 

INTRODUCTION: 

The study of the motion of a viscous incompressible rotating fluid has considerable 
bearing on the problem of astrophysical and geophysical fluid dynamics. A large number 
of research papers dealing with subject have appeared, for example, Vidyanidhi and 
Nigam (1), Gupta (2), lana and Datta (3) and many others. The combined effects of 
uniform magnetic field and the rotation, on the flow field, were investigated by Gupta (4), 
Nunda and Mohanty (5), Soundalgekar and Pop (6), Seth, lana and Maiti (7). Recently 
Das, Dogra and lana (8) studied the oscillatory hydromagnetic Couette flow between two 
infinite long horizontal parallel plates in a rotating system under boundary layer 
approximations. 

In the present paper, we study the effect of rotation and the magnetic field on the 
oscillatory Couette flow between two horizontal infinite long parallel plates with an 
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externally imposed pressure gradient. At time t>O, the upper plate oscillates non­
torsionally with a given frequency and the lower plate held at rest.An exact solutionof the 
governingequations is obtained by usingLaplace transform technique. It is shown that the 
transient effects decay asymptotically and the ultimate steady state is reached. Several 
special cases of interest are also discussed. 

MATHEMATICAL FORMULATION AND ITS SOLUTION: 

Consider the unsteady hydromagnetic flow of a viscous incompressible fluid 
between two infinite long horizontal parallelplates seprated by a distanced. At time t s; 0, 
the plates and the fluid are at rest but at time t> 0, the upper plate starts to oscil1ates non­
torsionally in its own plane with a given frequency. Choose the origin at the lower plate 
and the x-axis is taken in the directionparallel to the motion of the upper plate.The z-axis 
is taken normal to the plates and y-axis is perpendicular to the xy-plane. The plates and 
the fluid are in a state of rigid body rotation with uniform angular velocity Q about z-axis. 
The velocity components are (u.v.w) relative to a frame of referrence rotating with the 
fluid. A uniform transverse magnetic field of strength B is applied along the axis of o 
rotation. Since the plates are infinite long, all physical variables, except pressure, depend 
on z and t only.The equation of continuity then gives w =0 everywhere in the fluid. We 
shall assumethat the inducedmagnetic field produced by themotion of the conducting fluid 
is.negligible so that B 

4 =(0, 0, Bo)' We also assume that the electric Field E 
4 =0 [see 

Mayer (9)]. 
In a rotating frame of reference, the equation of momentum along x, y and z­

directions are 

(2. 1) 

(2. 2) 

(2. 3) 

where p is the fluid density, v the kinematic viscosity, a the conductivity of the fluid 
and p* the modifiedpressure including centrifugal force. 

The initial and the boundaryconditionsare respectively 
u = v = 0 for t :5: 0, 0 :5: z :5: d. (2. 4) 
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and 

u =v =°at Z =°for t > 0, 
u =U (t), v =0 at z =d for t > O. (2. 5) 

Under the usual boundary layer approximations, equations (1) and (2) reduce to 

au au a2u af3~ -a = -a + v-a7 + 2Qv- -(u - U), (2. 6)
t t z- P 

(2. 7) 

Introduce non-dimensional variables
 

II =z I d, u l =U I u.. VI =v I u; 1: =vt I d2,
 
~ 7 7 7 

U = U ](2 = _d_- , M2 = _O"----'Bo'-d_- , (2.8)oF(1:), v pv 

where U being a constant mean velocity in the x-direction. Using (8), equation (6) o
and (7) become. 

(2. 9) 

(2. 10) 

Equations (9) and (0) can be combined as 

aq aF a2q 
7 

a-r: + 2iK2(q- F) = a-r: + a1l 2 - M-(q - F), (2. 11) 

Where 
(2. 12) 

The non-dimensional initial and the boundary conditions are given by 

q = 0 for 1: :5: 0 and 0 :5: II :5: 1, (2. 13) 

and 
q =0 at II =0 and q =F(1:) at II =1 for 1: > O. (2. 14) 
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The non-dimensional oscillatory velocity F('t) of the plate is assumed in the form 
(Non-torsional oscillation) 

F('t) = 1 + [aeiwt + be- iWt 
] . (2. 15) 

where a and b are complex constants and co =w*d2Iv, w* being the frequency of 
the oscillation. 

The solution of the problem can readily be obtained by means of the Laplace 
transform with respect to time 'to Application of the Laplace transform reduce the equation 
(11) into a ordinary differential equation with constant coefficients. The solution of the 
resulting equation with transformed boundary conditions is 

2+2iK2
a b sinh.Js+M (1 - 1J) ] -+--+-- ­a" s =[1 ][1 

(2. 16) 1 (TJ.) s s-s it» ss it» sinh.Js+M2+2iK2 

where q*(TJ, s) = fo~ q(TJ, !'}e-st dt. (2. 17) 

The inverse Laplace transform of equation (16) gives 

_ [1- sinh(a + i{3)(l-1J)] 
q(TJ,r)- sinh(a+i,B) 

" [ _si_nh---,(,---a-,--l+-..:...i,B--,-l):....:.(1_-_1J..:..:...) ]+ ae'": 1­
sinh(a , +i,Bl) 

"[1- sinh(a2 ±i,B2 )0-1J)] 
+ be'?" sinh(az±i,B2) 

~ [1 b]a 
- 2n~> -s + s _ 'w + . _ 'w sin (nnT]) e"',t, (2. 18) 

1/= I I liS I 1 

1 -4-.L 
where a, f3 = .fi [(M4 + 4K4

) . ±M 2r , 
1 -4-.L = .fi[{M2+(w+2K2)2) . ±Mzf,ai' f3 1 (2.19) 

a
2

, f3
2 
= ~ [{M2+ (w - 2K2f )1 ±M 2]t, 

s I =- (n27f + M2 + 2iK 2
) . 

In the above equation (18), the positi ve sign for 2K2 > wand the negati ve sign for 
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2K2 < w. IfM=0, then the above equation (18) coincides With the equation (21) of Das, 
et. al. (7). The equation (18) describes the fluid velocities in the general case. Many 
particular results can be dervied easily from the equation (18) which are given below. 

3. THE STEADY STATE SOLUTION: 

In the limit t --7 00 , the transient componet of (18) decays very rapidly and the ultimate 
steady state is reached. The fluid velocity then becomes 

_ [1- sinh(a + if3)(l- 1J)] 
q( n, r) - sinh(a + i!3) 

. [1 sinh(a , +i!3I)O-17) ] 
+ e"'" ­a sinlurz. + i!3l) 

. [1- sinh(a 2 ±i!32)O-1J)] 
+ be-Hut sinh(a 2 ±i!32) , (3.20) 

Now, we discuss some special cases of interest. 
E 

Case (i) : When M 2 « 1, K 2 « 1, ta « 1 and a = b = '2' In this case, the real 

and imaginary parts of (18) give. 

0 0

u1(fJ, r) = n - 61 
M-(I - fJ) (1]- - 21]) 

+ E[fJCOSWr - 61 
(M2 coswr - w sinorr) (I - fJ) (fJ2 - 21])] + .... (3.21) 

1 
v

l
(t7, r) =-3" K' (I - E coserr) (I - 17) (fJ2 - 217) + ..... (3.22) 

It is seen from above equations (21) and (22) that for small values of M2, K' and co. 
the primary velocity (u ) remains unaffected by rotation and the secondary velocity (v) is

l 

unaffected by magnetic field whereas both the primary and the secondary velocities are 
affected by frequency (w) of the oscillation. 

Case (ii) : When K'> 1, M2« 1, w« 1 and a = b = ~. 

In this case, we have from equation (18), on separating real and imaginary parts 

lIJfJ, r) = 1 -e-W1cosI317+ t::[coswr- '21 
{e-UP7cos(wr -l3 j fJ ) 

U l I + (r ) cos(wr + 13 fJ ) } ] (3. 23) 
2
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e 
V 1(11, r) = e-u ll sin/311 + 2" {[lX21l sin(wr + /3211) 

+ e-U I 1/ sin(wr - /311]}}], (3.24) 

where 

a, /3 =K( 1± 4M;2): al' /31 = K( 1+ w:K~2): a2,/32= K(1-W4+K~2) (3. 25) 

Above equations (23) and (24) demonstrate the existence of the tripledecker 
boundary layers of thicknesses of the order D(l/a), D(l/a]) and D(l/a

2
) , where a, at 

and a
2 

are given by (25). All the three boundary layers thicknesses decrease with increase 
in either rotation parameter K2 or magnetic parameter NP. It is seen from (23) and (24) 
that the unsteady parts of the velocity profile consists of two parts, one oscillates with 

t ee-U21l•amplitude t eev» and the other with amplitude The boundary layer 
corresponding to the formar part oscillates withphase lag /3

111 
and the layercorresponding 

to the later part oscillates with phase advance of f3211. 

case (iii) : When w» 1, K2« 1, W« 1 and a = b = ~. 
In this case, the velocity distributions are obtainedfrom (18) as 

. 1
 
u,(11, r) = 11 + "6 M"(11 - 1) (112 

- 211) + .....
 

+ e[coswr- 2"1 
{e-alll COS(Wi - /3211) 

+ (e- /321l cos(wr- f3
2 

11»)], (3.26) 

V1(11, r) =- ~ K2(l - 1]} (11~ - 211) + ..... 

+ ~ [e-U ZII sin(wr- /32 11) 

- e-a 11l sin(wr- /3111)], (3.27) 
where 

(3. 28)
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Equations (26) and (27) show the existence of double-decker boundary layers of 
thicknesses of the order DO/a ) and DO/a) where a and a are given by (28). The

l j 2 

thicknesses of these layers decrease with increase in either wor M2. It is observed from 
equation (26) and (27) that the unsteady parts of the velocity profile consists of two parts, 

one oscillates with amplitude ~ tyaH/ and the other with amplitude 1ee-a 2TJ • The layers 

corresponding to these amplitudes oscillate with phase lag of f3,17 and f3217 respectivly. 
E 

Case (iv) : When oi « 1,1(2« I, M2» 1 and a =b = 2"' 
In this case, the velocity components are obtained from (18) by separating real and 

imaginary part as 

K2
 

1l,(17, 'r) = 1 - e-M Jj cos/i 17
 

]
+ e[coseu'r- -e-M'I (cos(w'r- f3

117) 
+ cos(w'r± f3,17)}) (3.29)·

2 ­

K2 

\'1(71, 'r) = e-M 'l sin M 1] 

+ ~e-Mll [sin(w'r± f3,17) - sin(w'r- f3,17)}], (3.30)
2 . 

Where 
f3 = (21(2 + w) /2M, f3 !: (2[(2 - w) / 2M (3. 3 I) 

1 2 

and positive sign for 2[(2> wand negative sign for 2[(2< w. 
In this case, there exists a single-deck boundary layer of thickness of the order 

~ 

D(11M). This layer decreases with increase in M. It is interesting to note that when 
magnetic. field is very strong then the boundary layer thickness is independent of both the 
rotation as well as the frequency of the oscillation. 

4. SINGLE OSCILLATING PLATE 

In the limit d ~ 00, the steady state solution (18) becomes, on using (8) and (12) 

-(a' +;13') -=­
u + iv- = U {[1- e -/21' Jo

+ ae;W'I[1 _ e-la;+if3 ;JE J 

+ be-,w"I[1- e-(a;+ifJ;)~]}, (4.32) 
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where 

(4.33) 

E 
If a = b = 2" then, we have, on separating real and imaginary parts 

{{3.)
- J2;a'z Z 
u(z, t) = V {l-e c0.J2Vo

(4.34) 

a;z ( {3")
- e-Ji; sin w"t ± 1v ]}, (4.35) 

which are the componentsdue to a singleplate oscillation in the prensenceof a uniform 
transverse magnetic field whenboth the plate and the fluid rotate in unison withconstant 
angularvelocity Q aboutan axis normal to theplateand the free-stream velocity oscillates 
with velocity Vo(l + e cos a/'t). 

It is seen from equations (34) and (35), that the unsteady part of the velocity profile 
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consists oftwo parts one part oscillates with amplitude t Ee -a;I/J2~ and the other one with 

+fC(f.~ZI J2',: , where a; and a; are given by (33). The layer corresponding to the formal' 

part at a distance z from the plate oscillates with phase lag 01'* ~ while the layer 

corresponding to the l<.~tter part oscillates with phase advance of ~, when 2Q > (V* and 

with a phase lag of ~ when (v' > 2Q. The depth of penetration or the wavelengths of 

the layers are 27r(2v)~ /13;' and 27rl21')-5 /13; . 

Finally if fort =0 and E =0, then the equations (34) and (35) become 

.- I·U,: ...t.: / I~Q I)
uts; t) = U ~ l-e \ " cos! \-,: (4.36) 

o l \ v) 

r -- fu~ . ( ~2 '\ 
(4. 37)\'('7 l) = U lIe " slnl \1-':: I 

....., U -. i' ) 

The above equations coincide with the result obtained by Batchelor [IO]. 

5. SOLUTION FOR NON-OSCJLLATING CASE 

In this case, substituting (V =°in (18), we get the velocity distribution 

" b [1 sinh(CI.+ifJ)(I-I]l
(/(I/,T)= (1 +Ll+) - -.
 

sinh(a+ ifJ)
 

(5. 38)
 

The transient effects represented by the infinite series decay in time of the order 
[112n~ + APJ-- ' which decrease with increase ill Hartmann number M", Also, this decay 
time is smaller than that of the viscous eli ffusion time of the order (ihr2

)" . 

6. RESULTS AND DISCUSSION: 

In order to study the effect of rotation and magnetic field on the distribution of velocity 

64 VUJPS 2004 



field, we plot u and v against 11 for a = b = 4, and t = 0.2 in Figures 1 - 5 for various 
values of ox, K2

, M2 and to. It is seen from Fig. 1 that both the primary velocityu and the 
secondary velocity v decrease with increase in ox. Fig. 2-4 show that for fixed vaues of 
Wt and K2

, the primary velocity u decreases and the secondary velocity v increases with 
increase in either M2 or to. It is observed from Fig. 5 that for small values of K', both II 
and v increase near the plate 11 = 0 but decrease near the plate 11 = 1 with increase in «: 
Futher, for large values of K2, there is an incipient reverse flow near the plate 11 = 0 for 
the secondary velocity v. 

The non-dimensional shear stresses at the plate 11 = 0 are given by 

[a
q ]T +T = ­

.r .v al1 1)=0 

cosh(a + it3)= (a + if)) -_-...:.....:... 
sinh(a + i,B) 

. cosh(a 1+ i{3l) 
+aeICUr(aj +i/3,) sinh(a + i{31) 

l 

. cosh(a2 ±i{3,)
+ b -HUr (a + '/3) ­e 2 - l 2 sinh(a2 ±i{32) 

(5.39)
 

where a, ai' a l , /3, /31, /32, and SI are given by (19). 
Similarly, using (21) and (23), one can easily obtain the shear stresses at the 

oscillating plate 1]=1. 

The values of T, and Tv at the plate 1] =0 have been plotted against io for a = b = 
1- , t = 0.2 and tot = 45" in Figs. 6-7. It is observed from Fig. 6 that for fixed to, Tv 

decreases while Tv increases with increase in M2. On the other hand for fixed values of 
M2, Tx first increase, reaches a maximum and then decreases while T,. decreases with 
increases in ca. Fig. 7 shows that both T, and Tv increase with increase in Kl when to is 
fixed. It also shows that for small values of K2, Tv decreases first, reaches a minimum and 
then increases with increases in ca but for large values of K 2 , -Z:, decreases with increases 
in to. 
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Fig. 1 Velocities: for K2 = 0.5, to = 2.0, M2 = 5.0, t = 0.2, and a = b = 112. 
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-- u and -*-*-*-v 

66 VUJPS 2004 

I I 



200 1 
1.50 

(/) ~ 
c 
QJ 1.00 
c 
0 
0­

E 
0 0.50 
o 
c-,-o 0.000 
QJ O. 
> 

-0.50 

0.40 0.60 

1] 
1.00 ~ .20 

-1.00 

Fig. 5 Velocity profile for oj = 5.0, M2 = 5.0, Wt = 45°, t = 0.2, and a=b=1I2. 
-- II and -*-*-*-v 

8.00 

6.00 

1=5.0-------------- M

L-------------- ti=10.0 
-L-------------- M2= 15.0 

2.00 M'=20.0 

(f) 

QJ 
(f) 
(f) 

;:: 
U; 4.00 

L 

o 
QJ 
s: 
(/) 

O.00 -h-T"I""'r-rT'rT"".-.-r"""-rrT--rr-"..,.-.,--,.,...,...,.,....,.."<""T""......-r,...,...,....,......,.., 

0.00 5.00 10.00 15.00 20.00 

"" 
Fig. 6 Shear stresses for J<2 = 5.0, wt = 45", t =0.2, and a = b = 112. 

-- rand -*-*-*-rx y 

68 VUJPS 2004
 



3 nn 
,vV 3 

2.50 i 
2.00 ] 

J "01 
1.00 -3 

0.50 

. 0.00 0.20 DAD 0.60 0.80 1.00 

TJ 

Fig. 3 Primary Velocity 1.5 x II for f(2 = 3.0, OJt = 45°, M2 = 5.0, t = 0.2, 

and a = b = 112. 

0.40 1 , 
-r 
-1 

o.so 1 
~ 

> 0.20 ~ 

000
 
000
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Abstract: 
This work develops a methodology for solving an Interval-valued Transportation 
Problem where multiple but synchronized set of penalty factors is involved. 
Distinguishable features of this work are: (l) This methodology is completely 
based on the principles of interval arithmetic and on the analysis of interval order 
relation, (2) It can reflect decision maker's pessimistic or optimistic bias of different 
level in achieving the compromise solution and by using extremely small number 
of iterations as compared to the previous work. 

Keywords : Interval-valued Transportation Problem, Multiobjective Linear 
Programming, Interval Arithmetic, Interval Ordering, Decision Maker's 
pessimistic or optimistic bias 

INTRODUCTION: 

The problemsof distribution of goods from manufacturertocustomer are generally 
described under a common heading, Transportation Problem (TP). The TP, originally 
developed by Hitchcock [10], can be used when a firm tries to decide where to locate a 
newfacility. Goodfinancial decisions concerning facility location alsoattemptto minimize 
total transportationand productioncosts for theentire system.Moreover,many problems 
are there which are not exactly TP but can be modelled alike. 

TheTP alwaysfollowa particularmathematical structurein itsconstraintformation. 
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Source parameters (a) may be the production units, facilities, primary warehouses, etc., 

and the destination parameters (b) may comprise intermediate or secondary warehouses, 

sales outlets, etc. The penalty factors (c,) or the coefficients of the objective functions
IJ 

may represent transportation cost, average delivery time of the commodities, unfulfilled 
demand and so forth. 

Intensive investigations on Multiobjective Linear Transportation Problems(MLTP) 
have been made by several researchers. Aneja and Nair [2] presented a bicriteria 
transportation problem model. Iserrnann [13] proposed the procedures to generate all 
non-dominated solutions to the MLTP. Current et al. [7,8] did a review of rnultiobjective 
design of transportation networks. Climaco et al. [6J and Ringuest et al. [18] developed 
two interactive algorithms for the MLTP. 

Various efficient algorithms were developed for solving transportation problems 
with the assumption of precise source, destination parameter, and the penalty factors. 
However, in reality, these conditions may not be satisfied always. To deal with inexact 
coefficients in mathematical programming, fuzzy and interval programming techniques 
have been proposed in various ways (see [3-5,12,14,15,17,20,21-23]). 

In the present paper, we propose a methodology for solving an Interval-valued 
Transportation Pro1em where multiple but synchronized set of penalty factors is involved. 
The main lacuna in developinga methodologyfor dealingan Interval-valuedProgramming 
Problem possibly lies in the absence of a proper interval order. Therefore, so-called 
./il-;'zy techniques have been used a great deal for solving even a single objective interval­
valued programming problem. In continuation with [20], here we propose a methodology 
that uses Interval Arithmetic and existing Interval Order relations. 

2. PROBLEM FORMULATION: 

Interval-valued Transporation Problem with Multiple Penalty Factors (ITPMPF) 
is theproblemofminimizing K interval-valued objectivefunctions withboth interval source 
and destination parameters, which can be stated as follows: 

III II 

Minimize Zk = L L[c~ij' c~ij ]xij where k = 1,2, ....... , K,
 
i~1 j~1 

Subject to, 

/I 

LXu=[a " a ], i = 1,2, , m, 
j~l LI Ri 
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111 

LXv =[b
L

, b
R

], j =1, 2, , n, 
i=1 J ] 

X
ij 
~ 0, i =1, 2, ..... , 01, j =1, 2, ..... , n,
 

with
 
11/ 1/

L 1- (au + a R) =L 1- (b Lj + bR) 

~l ~I 

where, [ctv' c~ij] (k = 1, 2, ......K) is an interval representing the inexact cost 
components for the transportation problem; it can be transportation cost, delivery time, 
unfulfilled demand and many others. Source and destination parameters respectively lie 
within the intervals [ali' (/Ri] and [bLj , bd, and like the conventional one we assume that 
this is balanced transportation problem. 

3. INTERVAL ARITHMETIC: 

Let the field of real numbers be denoted by 9\, and the menbers 01'9\ be denoted 
by lowercase letters a, b, c, ...x, y, z. A subset of9\ of the form 

A = [(/L ' (/R] ={t I aL ::; t::; a R, a L, a R E 9\} 
is called a closed real interval or , an interval number or, simply, an interval. 

The notationsu and a
R 

are called left and right limit of intervalA. Alternatively, they may 
be interpreted as minimum and maximum value [14] or pessimistic and optimistic value 
lI2]. The set of all interval numbers is denoted by 1(9\) and the members of 1(9\) by 
uppercase letters A, B. C, ... X, Y, Z. If a

L 
=(lR =(I, then A =[a, a] is a real number and 

can be called as a point interval. 
An interval number can also be represented in an alternative notation, 

A = <meA), w(A»
 

={t I (m(A) - w (A)) ::; t::; (m(A) +w(A))}
 

where, m(A) and w(A) are mid-pointand half-width(or,simply,width)of the interval 
A on the real line 9\, respectively. Alternatively, meA) is interpreted as mean, center or 
expected value and w(A) is interpreted as extent of uncertainty or uncertainty [14]. 

Let *={+, -, " .;.} be a binary operation. Then, the extended operation (j) between 
two interval numbers A and B is defined asA ® B = {a * b Ia E A, b E B} on [(9\). For 
division it is assumed that 0* B [1]. 
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If Ais scalar, than 

AA =A[a , G ] =[A[aL, a R] for A~ 0 
L R A[a R, a ] for A < 0

L

The extended addition EB and the extended subtraction e thus become: 

A EB B = [a L + bL, aR + bR] 

A 9 B = [aL + bR, GR + bL] 

4. THE NEED FOR AN EFFICIENT INTERVAL ORDER [19] : 

When two intervals A andB are 

1) non-overlapping (disjoint) i.e.,a <b
L

, then Ba strict preference relation between 
R 

A andB. 

2) partially overlapping i.e., a < b ::::; a <b
R

, ::3 a strict preference relation between 
L L R 

A andE. 

3) such thatB is nested inA, i.e.,B ~A, then 

a) if meA) =m(B) and w(A) ~ weB), then Bstrict preference relation between A 
and B. For obtaining minimum (as well as maximum) from amongA and B, 
(unless B == A) B is always preferred toA. 

b) ifm(A)::::; m(B) and w(A) ~ weB), then B strict preference relation between A 
and B. To be specific,jor obtaining maximum alternative between the two, 
B is strictly preferred toA. 

c) ifmeA) ~ m(B) and w(A) ~ weB), then also3 a strict preference relation between 
A and B. For obtaining minimum alternative between the two, B is strictly 
preferred toA. 

d) For finding minimum from case (b) and finding maximum from case (c),sofior 
fuzzy ordering is defined between the alternatives. 

Moore's two transitive order relations [16] can not explain ranking between 
overlapping intervals. Ishibuchi & Tanaka's ranking methodology [14], as considerably 
advanced over [16], can be valid for all of the cases stated above except case 3(d). 
Using probabilistic concept, Kundu [15] introducedfuzzy leftness relationship for 
comparing any two intervals on the real line. Kundu [15] can solve the Ishibuchi & 
Tanaka's problem but it is deficient in another way. For any two intervals A and B, if 
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In(A) =m(B) and w(A) '* weB), Kundu's approach indicates that both A and B are optimal 
choice which is clearly inconsistent to our intuition. Okada & Gen [17] extend Ishibuchi 
& Tanaka's methodology and defines an interface between partial and total order. 

Sengupta & Pal defined Acceptability Index [19] for comparing values of any 
two interval numbers. The working of QCf-indexmay be summarized by the following 
principle: 

The position (of mean) of an interval compared to that of another 
reference interval results in whether the former is superior or inferior 
to the later. On the other hand, the width of a superior (inferior) interval 
compared to that of the reference interval specifies that grade to which 
the DM is satisfied with the superiority (inferiority) of the former 
compared to the later. 

,-,r/-index can be applied to any ofthe cases stated above. Q9/-index further defines 
how much higher is one interval from another in terms of interpreter's grade ofsatisfaction. 

5. Scope of an Interval Objective Function in the light of 
Maximization I Minimization Problem 

The objective of a conventional linear programming problem (LPP) is to maximize 
or minimize the value of its (one only, single-valued) objective function satisfying a given 
set of restrictions. However, a single-objective interval linear programming problem (ILPP) 
contains an interval-valued objective function (IOF).l..et us consider the following problem: 

Maximize/Minimize Z =L
II 

[cLj ,cL) xj (5.1 ) 
J=1 

subjectto, {set offeasibility constraints} (5.2) 

As an interval can be represented by any two of its four attributes (viz., left limit, 
right limit, mid-value and width) [14], then by using attributes mid-value and width (say), 
the ILPP, (5.1) - (5.2), can be reduced into a bi-objective LPP as follows: 

MaxIMin {mid-value of the IOF} (5.3) 
Min {width of the IOF} (5.4) 
subject to {set of feasibility constraints} (5.5) 
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From this problem, naturally one may get two conflicting optimal solutions: 
x'= {x'}, from (5.3) and (5.5)

J 
x" = {x"}, from (5.4) and (5.5)

J 

and hence we get two optimal values Z' andZ" of Z respectively. 

Ifx' =x", then there does not exist any conflict andx' is the solution of the problem. 
But ifx' i::x", for the maximization problem,m(Z') >111(Z') and w(Z') > w(Z"), (because, 
Z' is obtained through maximizing m(Z) and Z" is obtained through another goal, by 
minimizing w(Z) ). 

Similarly, for the minimizing problem, ifx' i:: x", then, 111(Z) <111(Z") and w(Z') > 
w(Z"), (becauseZ'here is obtained by minimizingm(Z) and Z'' by minimizing w(Z)' 

Therefore, ifx' i::x", then Z' and Z" become the non-dominated extreme alternatives 
[10]. 

On the other hand, the principle of osl-index indicates that for the maximization 
(minimization) problem, an interval with a higher mid-value is superior (inferior) to an 
interval with a lower mid-value. Therefore, though Z' and Z" are two non-dominated 
alternative extremes from the viewpoint of a bi-objective problem, they can be ranked 
through eel-index. 

Hence, in order to obtain maximum / minimum of the interval objective function, 
considering the mid-value of an interval-valued objective function is our primary concern. 
Therefore, if we reduce the interval objective function in its central value and use 
conventional LP techniques for favour of its solution, the solution will give the best­
expected optimum for the problem concerned. Further, we also need to consider the 
width but as a secondary attribute, only to determine best reachable certainty level and 
to confirm whether the best-expected optimum is within the acceptable limit of the DM 
for the problem concerned. If it is not, one has to go for smaller extent of width (uncertainty) 
according to his satisfaction and thus to obtain a less wide interval from among the non­
dominated alternatives accordingly [20]. 

Henceforth we develop a composite goal to define the IOF as follows: 
For maximization problem: 
MaximizeA.m(Z) ­ (I-A)w(Z) (5.6) 
w.r.t., (5.2) and 0 ~ A s I 
For minimization problem: 
MinimizeA.m(Z) + (I-A) w(Z) (5.7) 
w.r.t., (5.2) and 0 s A s 1 
The Lamda (A)factor defines the DM's pessimistic or optimistic bias. IfA =1, 

(5.6) & (5.7) show OM's absolute optimistic bias and ifA =0, (5.6) & (5.7) indicate, on 
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the contrary, the Pessimistic DM's attitude [19]. With A=.5,or with similar other value, 
a similar proportional balance between DM's optimistic and pessimistic preference may 
be thought of. 

. From this juncture, let us move toward a Multiobjective Interval-valued Linear 
Programming Problem with a like structure to (5.1) & (5.2), however with multiplicity of 

Z= [Z' I i= 1,2, ... ,n}. 
The composite OF is reduced to, 

11 n 

Minimize A ~>;m(Zi) + O-A) ~>iW(Zi) 
j=1 j=l 

where, weights, (such that tv;=1), are attached to the OFs to facilitate the DM 
j=1

with more control over the process. 

6. A NUMERICAL EXAMPLE OF ITPMPF : 

The following Numerical Example is taken from [9]. 

3 4 

Minimize Z! =L~>~xij 
i=1 j=l 

3 4 

Minimize.Z?=LLc;~Xij 
;=1 j=l 

subject to, 

444 

L.X1j = [7, 9], LX2j = [17, 21], LX3j = [16, 18] 
j=l j=l j=1 

3 3 3 3 

LXii = [10,12], LXi2 = [2, 4], LX;3 =[13,15], LX;4 =[15,17] 
;=1 ;=! ;=1 ;=1 

X .. ~ 0, i = 1,2,3, j = 1,2,3,4.
I) 

[1,2] [1,3] [5,9] [4,8] 

Where, C" = (c~) 3x4 = [1,2] [7,10] [2,6] [3,5] 
[7,9] [7,11] [3,5] [5,7] 
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[3,5] [2,6J [2,4J [1,5]
 
Where, C =(ci~Lx4=
 [4,6] [7,9] [7,10] [9,11] 

[4,8] [1,3] [3,6] [1,2] 

Solution: Both the IOFs are to be realized in the following way­

Objectivc_l = {min 11l(ZI) & min W(ZI)} 

Objective_2 = {min m(ZZ) & min w(ZZ)} 
where, 
III(ZI) = 1.5x ll+2xI2+7x 13+6Xj4+ 1.5x21+8.5x22+4x23+4x24+8x31+9x32+4x33+ 6xw 

w(Z') = .5x 11+x I2+2x I3+2x 14+.5x21+ 1.5xn+2x23+x24+x31+2x32+x33+x34' 

m(Z?) = 4x I 1+4xI2+3xI3+3xI4+5x21+8x22+8.5x23+ lOx24+6x31+2x32+4.5x33+ 1.5x34, 

and w(ZZ) = xl,+2xI2+XI3+2xI4+X21+X22+ 1.5x23+X24+2x31+X32+ 1.5x33+.5x34 

subject to, 

7 ~ XII + X l 2 + X l3+ X l4 s 9
 

17 ~ Xli +X22 + x 2J 21
+ X 24 s
 
16 ~ x31+ .\'32 + .\'33 + X34 ~ 18
 

lO~xlI +X21+X31s 12
 

2 s Xl2+ X22+ X32 s 4
 

13 ~ xl.\ + X23+ X33 ~ 15
 

15 ~X14 +X24+X34 ~ 17 

.r.
IJ 
~ 0, i = 1.2,3, 

•
j' = 1,2,3,4. (6.1) 

In a Transportation Problem, the feasibility constraints are always equality 
constraints.So, if the right-hand side of a constraint is interval number,an equality constraint 
with decision variables in the left side can be written as a deterministic set of constraints 
as above (see also [9,20,23]). 

.Tile composite OF is in its final form, 

Z = A (1'/11l(ZI) + V 211l (ZZ») + (l - A)(V/W(ZI) + V
2
W(Z 2») (6.2) 

Now, with A =.5 and VI = v
2 

= .5, 

Z = .2511l(ZI) + .2511l(ZZ) + .25w(ZI) + .25w(ZZ) (6.3) 
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Optimal solution of the problem (6.3), subject to, {the feasibility constraint set of 
(6.1)} is obtained as follows: 

X == 2, x == 5,x == 10, X == 7, X == l,x == 15, < m(ZI), W(ZI) > == <176,47>,
l 2 13 21 Z3 33 34 

<m(ZZ), w(z1) > == <160,38.5> 

7. CONCLUSION: 

The aim of this paper is to define a Multiobective Interval-valued Transportation 
Problem and describe a procedure of getting a satisfactory compromise solution. In any 
inexact programming problem, before getting into the solution procedure, the first task 
comes to the front is to explain the meaning of the objective defined in the said inexact 
environment. So, the existing state ofinterval order relations is discussed. The need for 
a complete interval-ordering index is explained. Then, maximization / minimization of an 
IOF is interpreted and finally a composite objective function is defined and solved. 

One distinguishable feature of this work is that it reflects DM's pessimistic or 
optimistic bias in achieving the compromise solution. Change in the value of lamda (A.) 
from 0 to 1,defines DM's preference pattern from pessimism to optimism. Another feature 
of this work may be worth mentioning that for an ITPMPF with k IOFs, only a single 
iteration is sufficient to yield the compromise solution of the said problem. For having 
more hold into the problem, one may try to have his desired satisfactory solution by 
changing objective weight or the optimism / pessimism parameter. 
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Abstract 
Present day, the traditional marking method is used to select a teacher. Here we 

suggest a computer based fuzzy approach where a vector valued mark is used to 

recruit a teacher. The marking procedure is consider as fuzzy marking system. In 

this paper we prepared a fuzzy grade sheet in various steps in selection process. 

Finally we calculate the total score with the help of computer of each condidate 

and prepared the merit list. This is a good and successful application of fuzzy set 

theory. 

Keywords: Fuzzy set, universal set, SFS, fuzzy grade sheet, fum, fem, letter 

grade and mid-grade point. 

INTRODUCTION 

At present, to select a teacher or an employee, a popular existing system, i.e., the 

traditional marking system is used. We suggest here a new approach to recruit a teacher. 

This method is called computer based fuzzy grading system. We assume that all the candi­

dates posses academic qualifications, some experiences and some other qualifications. 

They faces an interview. A group of experts frame an interview board. Experts ask some 
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questions to the candidates which are almost subjective type. Here we assume that the 

mark corresponding to academic qualification is non-fuzzy. All other marks are fuzzy. If 

the questions are objective type, then the candidate gets obviously either 1 or 0, i.e., maxi­

mum or minimum fuzzy mark. In traditional system 'marking', i.e., awarding of marks is 

done, where as in grading system a letter grade is put against candidates performance or 

answer, judged by the experts. 

For letter grade a five point scale has been adopted [1]. These grades are listed 

bellow. A for excellent (E) 

B for very good (V) 

C for good (G) 

D for satisfactory (S) 

E for unsatisfactory (U). 

Thus the level of performance be judged in terms of hedges good, very good, excel­

lent, etc. After grading the level of performance, the corresponding letter grade be then 

put seperately as A, B, C, 0 etc. All theletter grade marks are combined nnd '\ c get the 

total mark of each candidate. And then prepared an unbiased merit list. 

The idea of fuzzy sets and membership values provides a possible model for exact 

concepts of subjective judgement for all types of evaluation. The ultimate aim of fuzzy set 

theory would be according to Zadeh [2] to present how the human mind perceives and 

manipulates information. Our present day knowledge suggest that fuzzy paradigm would 

be appropriate to represent the knowledge based decision and to select properjudgement. 

Exact judgement procedure is impossible unless handled with fuzzy tools. The approach 

presented here to recruit a teacher, is abbreviated as fem which stands for fuzzy evaluation 

method. 

In this fem a vector approach for representation of detailed performance of 

candidates is used. For genaralisation, we introduce the concept of matrix approach of 

marking. 

The fem can be used to solved the problems on the following areas: 

1.Aptitude testing-management, professional, 

2. Carrier review / promotion, 

3. Skill based certification, 

4. Experimental learning, 

5. Election process. 
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2. DEFINITIONS AND PRELIMARIES 

~o/ 

Definition 1 (Fuzzy. set) Let X be 'a universal set. AjilZZY set A in this universal 

set X is defined as 

A = {(x, J-l/x)): x E X} 

where J-l
II 

: x --7 [0,1] is the degree ofmembership ofx E X in the fuzzy set A. 
This fuzzy set A also written as 

Example 
Let U = { 1,2,3,4} be a universal set. Then a fuzzy set A of U is {.8/1, .5/2, .6/3, 

.1/4} . 

Definition 2 (Degree of similarity between two fuzzy sets) 
LetA and B be two fuzzy sets, where A = {J-l/x) / x: x E X} and A = {J-ln(x) / x 

: x E X}, where 

M/x) and J-lnCx) are the degree of membership of A and B respectively, where Mil 
: x --7 [0,1] and J-ln: x --7 [0,1]. 

Then the degree of similarity between the fuzzy sets A and B is denoted by S (A, B) 

and is defined as 

A.B 
S (A, B) = 

lIIax{A.A, B.B) 

where '.' denotes the usual vectors dot product.
 

If A and B are different then S (A ,B)"* 1, but they are similar upto certain extent.
 
In this paper we consider U = {O, 20, 40,60, 80, 100} as the universal set.
 

Definition 3 (Standard fuzzy set (SFS) ) 
II! this paper we consider five fuzzy sets of U called standard fuzzy sets (SFSs) 

and they are used for grading answer or performance ill defferent hedges. These five 

. SFSs are shown below: 
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E= {a, 0, .8, .9,1,1 }, V= {a. 0, .8..9, .9,.8}, G = {a, .1, .8, .9,.4, .2}, S= 

{.4, .4, .9, .4, .2, A\, V = {1, 1, .4, .2, 0, a}. 

Then we have E.E = 3.45, V. V =2.90, G.G =1.66, S.S =1.53, V.V =2.20. 

Definition 4 (Fuzzy mark or fum) 
All membership values of a fuzzy set A of a universal set V is called jitzzy 

mark. 

In this paper we shall express the fum as the membership values are first increasing 

and then decreasing. This cosideration is only for the sake of simplicity. The fuzzy mark 

like {a, 0, .6, .8, .9, .7} to an answer to a question shows to the respondent, which cor­

responds to the degrees of examiners satisfaction for that answer in 0%, 20%, 40%, 60%, . 

80% and 100% respectivly. To avoid any human biasness of the experts with any SFS, 

the examiner at first construct fum at freedom to express his satisfaction at different levels 

(i.e., 0%, 20%, 40%, 60%, 80%, and 100%) instead of directly awarding like E, G, V, 
etc. 

2.1 Letter grade and mid-grade point 

In this paper we consider 'A', 'B', 'C', 'Dr and 'E' as letter grade for five point grad­

ing method. These letter grades corresponds to fuzzy SFSs E, V, G, Sand U respectivly. 

Mid-grade points of the above five letter grades are denoted byP(A), P(B), P(C), 

P(D) and peE) respectively. These mid-grade points are corresponds to the middle points 

of the intervals of A, B, C, D and E respectively. These intervals are suitably adopted by 

the concerned institution/commission/committee, etc. 

For example, let a question carry 11l marks, then the intervals are 

a ~ E < aI' a l ~ D < "» a2 s C < a3, a3 s B < a.p a4 s A s as = III where the 

values of aI' a
2

, ay Cl are to be decided by the experts. Therefore, peA), PCB), P(C), 4 

peD) and peE) are mid-points of the corresponding intervals. 

2.2 General information to select a teacher 

We use the concept of awarding six dimensional vector valued mark. Let there be m 

candidates T, i = 1,2,3,..., 11l, in the selection process and 11 experts e; i =1, 2, 3, ..., n. 
I I 

To prepare a merit list of the candidates we consider some criteria. Most important 
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criteria along their marks are listed below. 
Steps Marks 
I. Academic qualification M

l 

II. Class demonstration M
2 

III. Experience M
3 

IV. Extra cunicular activity M
4 

V. Social activity M5 

VI. Interview M
6 

Here for academic qualification, if a candidate posses undergrduate degree, then he/ 

she get score TIlII with maximum mark Mil' For post graduate degree he/she get TIll;! out 

of M and for Ph. D. degree he/she get 1Il out of M where u, =Mil + M + M •
I2 13 I 3 I2 1J

We assume all these marks are non-fuzzy. Let the score obtained from step I be mark (1). 

All other steps are evaluated as fuzzy vector method. For each of these steps we pre­

pared a fuzzy grade sheet table, and we use the letter grade like 'A', 'B', 'C', '0' and 'E' 
which are corresponds to SFSs E, V, G, S, and U respectively. 

A fuzzy mark, i.e., a six dimensional vector valued mark is construct by the experts, 

which depends on the answer of questions or candidates performance. These fuzzy marks 

are the membership values which corresponds to the degree of experts satisfaction for that 
answer in various level like 0%,20%,40%,60%,80% and 100% respectively. 

2.3 Fuzzy grade sheets 

The fuzzy grade sheets for different steps are shown bellow.
 

Step II : Class demonstration
 

Step II 0% 20% 40% 60% 80% 100% Grade Letter Grade Mark 

Tjel 

mark(2)t«, ­
· · · 

Te 
I II 
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Step III : Experience 

StepID 0% 20% 40% 60% 80% 100% Grade Letter Grade Mark 

Tiel 

mark(3)tr. 
·· · 

Te 
I " 

Step IV : Extra curricular actvity 

Step IV 0% 20% 40% 60% 80% 100% Grade Letter Grade Mark 

Tiel 

mark(4)te,I _ 

· ·· 
Te 

I " 

Step V : Social activity 

Step V 0% 20% 40% 60% 80% 100% Grade Letter Grade Mark 

Tiel 

mark(5)t», 
·· · 

Te 
I " 
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3. METHOD 

3.1 For step II 

(i) We consider the capability of class demonstration of the candidate, say, T
j 
• 

Suppose each expert gives the satisfactory fuzzy mark in each row respectively. Let the 

fum is T'e ; j = 1.2.... , n. 
I J 

(ii) Now calculate the following degree of similarities,
 

S (E, Te), S(V, Te), S(G, Te), S(S, Te) and S(U, Te) for all j where E, V, G, S
 
IJ IJ IJ IJ IJ! 

and U are SFSs. That is, calculate the degree of similarities of Te with E, V, G, Sand U. 
I J 

(iii) Find the maximum value among these degree of similarities. This maxmum value 

occurs at any SFS. Then the awarded grade is "letter grade" corresponds to that SFS. 

The substeps (ii) and (iii) may be calculated with the help of computer. 

(iv) Repeat the same for each vector. 

(v) Now we calculate the mark using the formula 

I n 

mark (2) = -;; L P(gj) 
J=l 

Where peg) are mid-grade point of the corresponding intervals of A, B, C, D and 
J 

E respectively. 

Similar method is used for steps Ill, step IV and step V, i.e., for grade sheet of 

experience, extra curricular activity and social activity respectively. 

3.2 For Step VI 

Here we consider the fum for the event interview of the candidate T;. Expert ej' j 
= 1,2.... , 1l asked some question QI' I = 1,2, ... , k. Each expert gives the satisfactory 

fuzzy mark in six dimension vector value, the degree of satisfaction corresponds to the 

level of 0%, 20%,40%,60%, 80%, 100% respectively. 
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The grade sheet for this event is shown below. 

Step VI 0% 20% 40% 60% 80% 100% Grade Letter Grade Mark 

Q1 

e\ 

111 
1e

2 

· · · 

111 2 

e 
II 

e 
l 

T. 
I 

Q2 
e

2 

· · · 
e 

II 

.. ... , ., . ... ... ., . 
... 

e, 

... ., . ... ... ... 

11l
k

Qk 
e

2 

· · · 
e 

1/ 

k 

mark(6) = Lilli 
i=/ 

(i)	 Calculate the degree of similarity of each vector of each question with five SFSs 

E, V, G, Sand U. 

(ii)	 Find the maximum value among the degree of similarity of each vector which 

corresponds to any of SFSs. Then corresponding letter grade is the grade of 

that vector. 

(iii)	 Repeat the steps (i) and (ii) for each vector of each question. 

89	 VUJPS 2004
 



(iv) Then the mark ofeach question, i.e., m 
t 
iscalculated by the formula 

1~1I 
11l, =- L.J '-I P (g,,) where peg/,) is the mid-point ofcorresponding interval of 

11 J- J J 

A, B, C, D and E for the question Qr 

(v) Repeat all the above steps for all questions. Finally, total mark of the interview 

is obtained as mark (6) = ""k 111,
LJ'=I 

The total score of a candidate is obtained as 

TM = "L;:llIlark(i). 

Using these steps calculate TM for all candidates. After computing TM for all can­
didates we can prepare a merit list for selection. 

4. AN ILLUSTRATION 

We assume that there are three exparts in selection committee. Each experts con­
struct fuzzy grade sheet of each candidate for each step. Here we prepare that grade sheet 
for a candidate only. We assume that the total mark assigned for selection is 100. The 
marks distribution in each step is given bellow. 

I. Academic qualification 30 
II. Class demonstration 10 

III. Experience 10 
IV. Extra curricular activities 10 
V. Social activities 10 

VI. Interview 30 
Suppose the candidate is an M.Sc. in Mathematics. The score for the qualification 

of the candidate is, say, 25 out of 30. That is mark (1) = 25. 
Each expert ask three questions each carried equal mark 10. To get mid-grade point 

of each letter grade A, B, C, D and E we consider the following intervals: 
o ~ E < 3, 3 s D < 5, 5 s C < 7, 7 :s; B < 9, 9 s A < 10.
 
Then the value of mid-grade points are
 

P (A) =9.5, P (B) =8, P (C) =6, P (D) =4 and P (E) =2.
 
The different grade sheets and their calculations are given below in different table.
 

All the calculations are carried out by the computer. 
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Step II : Class demonstration 

Let the fuzzy marks for classdemonstration of ithcandidate ~ given by the experts 
be (0, O..2, .4, .5, .2), (0, .1, .4, .6, .5, .2) and (0..2, .5, .7, .5, .1). Details calculations 
are shown bellow. 

Here Tel' Tel = 0.49, t», .Te, = 0.82, Te = 1.04.
I I ,_ I _ " 3.Te3 

1.Grade given by first expel1. 

E.t», .32+,45+.02 0.97 
Now SeE, Tjel) = {E E T T } = ///ax{3.45. 0.49} = 3.45 = 0.281max . " jel . ie, 

V. T;e , 0.16+ 0.36 + 0,45 + 0.16 1.13 
S(V, Tiel) = max{V. V. T;e 

l
• T;etl = max{2.90, 0,49} = 2.90 = 0.39 

G.T;e , 0.16+ 0.36 + 0.20 + 0.04 0.76 
S(G, Tjel) = }= - - - 045maxiG.G,T;e l • T;e) max{1.66. 0,49} ~ 1.66 - . 

S.T;e. 0.18+0.24+0.10 0.52 
S(S, Tiel) = {S S T T } = {t53 049} = - = 0.34max .• jet. je) max... . 1.53 

V. T;e\ 0.08 + 0.98 0.16 
S(U, Tiel) = {V V T T } = {220 049} = - = 0.072max . , je.. ie) max.,. 2.20 

Maximum value is attainedat S (G, Tie,). So the grade is G and letter grade is C. 

2. Grade given by second expert 

E. T;e2 0,48 + 0,45 + 0.2 1.13 
SeE, Tie2) = maxili.E, T;e } = max{3,45, 0.82} = 3,45 = 0.332.T;e2 

V. T;e2 0.32 + 0.54 + 0,45 + 0.16 1.47 
S(V, T;e2) = max{V. V, T;e 2 • T;e2 } = max{2.90, 0.82} = -2.9-0 = 0.50 

G.T;e 2 0.01+ 0.32 + 0.54 + 0.20 + 0.04 1.11 
S(C, T ie2) =l11Q.\"{G.G, T;e } = max{1.66, 0.82} = 1.55 =0.672.T;e2 

S.T;e2 0.04 + 0:36 + 0.36 + 0.10 0.86 
S(S, Tie2) = max{S.S,T;c } = max{1.53,0.82} = 1.53 =0.562.T;e2 

V.T;e2 0.1 + 0.16+ 0.12 0.38 
S(U, Tie,) = = =-- = 0.17 - max{V.V, T;e2 • T;e2 } max{2.20, 0.82} 2.20 
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Thus the maxmum value is attained at S(G, ~e2)' So the grade isGand letter grade 
is C. 

3. Grade given by third expert 

E.T;e3 0.56 +0,45 +0.1 1.11 
SeE, Tie3) = maxIE. E,T;e3.T;e3) = max{3,45, 1.04) = 3,45 = 0.32 

V.r«, 0,40 +0.63 +0,45 +0.08 1.56 
- - =0.54max{2.90, 1.04) - 2.90 

0.02 +0040 +0.63 +0.20 +0.02 1.27 
S(C, Tie3) = {G G Te T } = =-=076 

max . , ; 3' ie3 max{1.66, 1.04) 1.66' 

0.08 +0045 +0,42 +0.10 1.05 
= 1.53 =0.69maxI1.53, 1.04) 

U.T;e, 0.02 +0.20 +0.14 0.36 
S(U, Te3) = max{U.U. T;~3'7je3} = max{2.20, 1.04} = 2.20 = 0.16 

Here maximum value is attained at S(G, TF). So grade is G and letter grade is C. 

Summary of the calculations are shown in the following table. 

Step II 0% 20% 40% 60% 80% 100% Grade Letter Grade Mark 

Tie, ° ° .2 .4 S .2 G C 

mark(2) = 6TeoI _ ° .1 .4 .6 .5 .2 G C 

Tie3 ° .2 .5 .7 .5 .1 G C 

Therefore the mark obtain by the candidate I. for class demonstration, that is, 
1 I 

l1lark(2) = "3 [P(C) + P(C) + P(C)] =6. 

Step III : Experience
 

Let the fuzzy mark for the experience of the candidate I. given by the experts be (0,
 
I 

0, .4, .5, .8, .7), (0, 0, .5, .8, .9, .6) and, (0, .2, .5, .6, .7, .5). 
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Details calculations are shown bellow.
 

Here Tel' Tel = 1.54, t», .t». = 2.06, Te = 1.39
I 1 I _ I _ I l3,Te3 

1. Grade given by first expert. 

E. T;e 1 

2. Grade given by second expert 

is B. 
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l Gr;tde given hy third expert 

c.t», 
S(G, T,c,) = {" G '1' 7' } = 0.65

II/OX u. , ,e1· Ie, 

s. /;('1
 
S( s. 'j~eJ = {S' c: I' I' } = 0.50


lllt t.: , . J. ;1',. ,e\ 

UJ;(',
s.t: r-: = ui.t. ·I··~·'" ""'T' } = U.I5 

- i' J110Xl J. J. ,<:,. ;('_\ 

The maximum value is appeared at S( V '(,e,). So the grade is Vund letter grade 

Sunuu.u» of the c.ilcul.uionx arc ShO\\1l ill the tollowing table. 

IStep III (Yk 2()e/~ 40eX· 61)CX ~oe/( lUtYk Grade Letter Grade Mark 

i Te () 0 .4 .5 .~ 7 G C./, I 

I 
I r.: 0 .0 .5 .~ .0 .6 V B 11/(/l'k(3 ) = 7.3!, 

~--I! Tej 0 '1 .5 .6 .7 .5 V Bl ' .. , .­
ii' i - ­

'lhc ~Lllrl' of candidate for the experience, that is, mark (3) = '31 
[P(C) + P(H) + 

['Wi j = 7.3. 

Till' rUIIY in.irk for extra curricular activities of the candidate Ti given by the experts 

be i O. () ..7..9..5,. (0. O.. (l ..S. ~(l. .5) and (U. O..5.. ~ ..9, .7). Details calculations are 
~iH)\\ II {)l'll()\\. 
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1. Grade given bv first expert 

V. t.«,
 
S(v' Tel) = ~~~I.~V.-V:~e,~7~e~1 =0.79
 

c.r-,
S(C, Tiel) =---------~- =0 89 

max{G.G, T;e,. T;e l } • 

U.t»,
 
S(U, Tie,) =;;;:Z~{[TU:-T;el' T;e,l =0.20
 

Thus the maximum value oeeured at S(C, Tiel)' So the grade is C and letter grade 

is C. 

2. Grade given by second expert 

Thus the maximum value oecured at S(C,Tie2)' so the grade is C and letter grade 

is C. 
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3. Grade given by third expert 

E. T;e, 
'{E E -. t: } =0.62max . , ie3' ie3 

G. T,.e, 

c. 
The calculations are listed in the following table. 

Step IV 0% 20% 40% 60% 80% 100% Grade Letter Grade Mark 

Tiel 0 0 .7 .9 .6 .5 G C 

ilia rk( 4) = 6.6TeoI _ 0 0 .6 .8 .6 .5 G C 

T
i 
e

3 
0 0 .5 .8 .9 .7 V B 

Hence the mark for extra curriculer activities is mark(4) = 3'1 
[P(C) + P(C) + PCB)] 

= 6.6. 

Step V : Social activities 

The fuzzy mark for the social activities of the candidate given by the experts be (.2, 

.3, .5, .2,0,0), (0, .2, .4, .3, .1,0) and (0, 0, .4, .5, .4, .2). Details calculations are given 

bellow. 

Here Tel' Tel =0.42, Tez. Teo =0.30, Te). Te =0.61. 
I I " _ I I 3 
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1. Grade given by 'first expert 

S(E, Tie) = 0.046, S(V, Tie ) = 0.20, S(G, Tiel) = 0.36, S(S, T/ ) = 0.50 and t t

S(U, Tie) =0.33. 

Therefore maximum value occured in S(S, Tl.)' So the grade is S and letter grade 
is D. 

2. Grade given by second expert 

S(E, Tie2
) = 0.095, S(V, Tjez) = 0.23, S(G, T;e ) = 0.39, S(S, Th) = 0.42 and 2

S(U, I.e,) = 0.109.I _ 

Here maximum value attained at S(S, I.e,), so the grade is S and letter grade is D.I _ 

3. Grade given by third expert 

S(E, Tie) = 0.25, S(V, Tie3) = 0.44, S(G, Tie3) = 0.58, S(S, Tie3) = 0.48 and 
S(U, T

ie3
) = 0.118. 

Therefore maximum value occured at S(G, T;e), so the grade is G and letter grade 

is C. 

Summary of the calculations are shown in the following table. 

Step V 0% 20% 40% 60% 80% 100% Grade Letter Grade Mark 

Tie, .2 .3 .5 .2 ° ° S D 

11lark(5) =4.6t»,I _ ° .2 .4 .3 .1 ° S D 

Tie 3 ° ° .4 .5 .4 .2 G C 

The awarded mark is mark(5) = 3"
1 

[P(D) + P(D) + P(C)] =4.6 
. 

Step VI : Interview 

Here we consider, three questions are asked to each candidate by the experts. Let 

Tle; be the fuzzy vector mark of the ith candidate for the jth question given by the kth 

expert. Here j = 1, 2, 3 and k = 1, 2, 3. 

Let Tle = (0, 0, .3, .7, .5,0), TIe. = (0,0, .8, .6, .2,0), T"e = (0, .2, .6, .8, 1, 
I t I .! I 3 

.7), T2 e , = (0, 0, .5, .8, .9, 1), r», = (0, 5, .8, .7, .6, .5), T2e = (0, 0, .8, .5, .4, 0), r I _ J 3 

T3e, = (0, 0, .6, .8, .5, 0), T3e, = (0, 0, .7, .8, .9, .6), T3e3= (0, .4, .5, .8, .9, 1).r I _ I 
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Calculation for QI 

For the expert el 

Here T/elTjlej =0.83, ne2T;le2 = 1.02 and T;le1T,le] =2.51. Therefore, 

SeE, T/el) = 0.293, S(V,7~lel) = 0.455, S(C. T,lel) = 0.644, S(S. Ti'el) = 0.516 

and S(U,T/el) =0.118. 

Here maximum value is attained at S(C, Tilel): So the grade is C and letter grade is 

c. 
For the expert e2 

SeE. ne·J = 0.185, S(v' T/e·J = 0.409, S(C, T/e:J =0.759, S(S, ne~) = 0.732 
and S( U. T,leJ =0.200. 

Here maximum is occured at S(C, T/ec). So the grade and letter grade are C and 

C respectively. 

For the expert e,
 

SeE, T;'e,) =0.649. S(V, nel) =0.917. S(C, Tjlel) =0.701. 5(5, T;te,) = 0.528
 
and S(U, Ti 

l el ) =0.263. 

Here the maximum is occured at S(li. T;leJ. So the grade is Vand letter greek is B. 

The mark for question Q] obtained by the candidate 7~ is 

1Il1 = '31 
(P(C) + P(C) + F{B)} =6.6 

Calculation for Q2 
2e,.T?e]Here T;2el.T?el = 2.70, Tj2e2.T;2c2 = 1.99 and Ti = 1.05. 

For the expert el 

SeE. T/e 1) = 0.71, S(V, T/el):::: 0.94, S(C, T/el) = 0.62, S(S, T/e l) = 0.41, S(U, 

T/cI) = 0.\3. 

Here S(V, T/ej) is maximum. So the grade is V and letter grade is B. 

For the expert e, 

StE, TI:e:) =0.46, S(V, T/e:) =0.76. S(C, T?(2) =0.83, S(S, T/e2):::: 0.73, S(U, 

T,c e:) = 0.44. 

S(C. T/e:) is maxrnimurn. So the grade is C and letter grade is C. 
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For the expert eJ 
2e)SeE, T/e.1) =0.220, S(V, t», =0.5, S(G, Ti =0.75, 5(5, T/e3) =0.71, S(U, 

T/e.1) = 0.19. 

S(G, T/e3) is maxmimum. So the grade is G and letter grade is C. 

Hence the mark for the question Q2 is 

1 
1112 = "3 {PCB) + P(C) + P(C) I =6.6
 

Calculation for QJ
 

Here Tle.T?«, = 1.25, T/e2.T/e2 =2.30, T/e3.T/e3 =2.86
 

For the expert el" 

SeE, T/e,) =0.31, S(V, T/'el) =0.56, S(G. T/el) =0.84,5(5, T/e,) =0.73, S(U, 

T;'ed=0.18. 

Here S(G, T i3e,) is maximum, so the grade is G and letter grade is C. 

For the exper ez 

SeE, ne2) =0.59, S(V, T/e2) = 0.88, S(G, T/e2) = 0.76, 5(5, T;'e2) =0.56 and 
S( U, T,l,e 2) =0.19. 

Here S(V, T;'e2) is maximum, hence grade is V and letter grade is B. 

For the expert e.1
 

SeE, T;'e) =0.71, S(V, T;'e3) =0.94, S(G, ne3) =0.60,5(5, T/e3) =0.44, S(U.
 

T/e) = 0.28. 

Here S(V, ne3) is maximum, so the grade is V, and letter grade is B. 

Therefore, the mark for question Q) is 

1 
1113 = "3 {P(C) + PCB) + P(B)} =7.3. 

Hence the total mark obtained by the candidate T,from the interview is 

11lark(6) = 1111 + 1112 + 1113 =20.5. 
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Summary ofthe above calculation are shown in the following table.
 

Step VI 0% 20% 40% 60% 80% 100% Grade Letter Grade Mark 

T 
I 

Q1 

r;«. 0 0 0.3 0.7 0.5 0 G C 

6.6T/e 2 
0 0 0.8 0.6 0.2 0 G C 

T/e 3 
0 0.2 0.6 0.8 1 0.7 V B 

Q, 

tt«, 0 0 0.5 0.8 0.9 1 V B 

6.6T;e
2 

0 0 0.8 0.7 0.6 0.5 G C 

rt«, 0 0.5 0.8 0.5 0.4 0 G C 

Q3 

Tte l 0 0 0.6 0.8 0.5 0 G C 

7.3i». 0 0 0.7 0.8 0.9 0.6 V B 

Tle3 
0 0.4 0.5 0.8 0.9 1 V B 

mark(6) = 20.5 

6 

Finally, total score obtain by the candidate T; is L mark(j) =25 + 6 + 7.3 + 6.6 
j;J 

+ 4.6	 + 20.5 = 70. 
In this way we calculate the total score of all candidates. Then we prepared a merit 

list of the candidates, in desending order. Recruitment of the teacher will be done accord­
ing to the serial number from the merit list. 
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