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1 Introduction

There exist theories viz., theory of probability; theory of fuzzy sets, interval mathematics,

intuitionistic fuzzy set, rough sets which have been widely used by various researchers to

solve complicated problems involving uncertainties. These theories were developed because

the classical methods could not be successfully utilized to solve such problems. All these

theories have their inherent difficulties. Molodtsov[3] proposed a new theory named as ‘Soft

Set Theory’in 1999. This theory may be regarded as another major mathematical tool to

overcome inherent difficulties of the previous methods. The theory of soft set is methodolog-

ically significant to deal with problems in the field of neural networks, soft computing etc.

specially in the representation of vague imprecise knowledge data analysis, machine learning

etc. As there is no limitation for the description of the objects; as a result researchers can se-

lect the form of parameters they require ( fuzzy or, intuitionistic fuzzy, interval-valued fuzzy

etc.) which immensely simplifies the decision making process and make it more efficient in

the absence of partial information.

In the thesis, we have worked on further development of the soft set theory, fuzzy soft set

theory, intuitionistic fuzzy soft set theory and interval-valued fuzzy soft set theory. We have

developed certain aspects in algebra and analysis in the parlance of the above theories. In

addition to that, we have implemented such new aspects in real life decision making problems

and also in typical problems of medical science. Furthermore we have modified the certain

related theories which have been already developed in the above mentioned areas.

1.1 Some definitions

1.1.1 Soft Set

Let U be an initial universe set and E be a set of parameters. Let P (U) denotes the set of

all subsets of U . Let A ⊆ E. Then a pair (F,A) is called a soft set over U , where F is a

mapping given by, F : A −→ P (U).

In other words, a soft set over U is a parameterized family of subsets of the universe U .

Example 1. Let, X = {b1, b2, b3, b4, b5} be the set of five bags and E = {Low weight (e1),

good design (e2), cheap (e3), good chain quality (e4)} be the set of four parameters.

Now, assume that, F is a mapping which represents the ‘quality of the bags ’ as follows,

F (e1) = {b1, b2, b3}; F (e2) = {b1, b2, b3, b5}; F (e3) = {b2, b3, b4, b5}; F (e4) = {b1, b3, b5}.
Then, (F,E) = {(e1, {b1, b2, b3}), (e2, {b1, b2, b3, b5}), (e3, {b2, b3, b4, b5}), (e4, {b1, b3, b5})} is a

soft set over X, which represents ‘the quality of these five bags over the four considered pa-

rameters ’.
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Tabular form of the soft set (F,E) has been given in Table 1.

Table 1

Soft set (F,E)

e1 e2 e3 e4

b1 1 1 0 1

b2 1 1 1 0

b3 1 1 1 1

b4 0 0 1 0

b5 0 1 1 1

In the table, the entry 0 is used to represent the belongingness of a parameter to a bag

and the entry 1 is used to represent the not belongingness of a parameter to a bag.

1.1.2 Fuzzy Set

If X is a collection of objects denoted generically by x then a fuzzy set Ã in X is a set of

ordered pairs:

Ã = {(x, µÃ(x))/x ∈ X} (1)

µÃ(x) is called the membership function or grade of membership (also degree of compatibility

or degree of truth) of x in Ã which maps X to the membership space M . ( When M contains

only the two points 0 and 1, Ã is nonfuzzy and µÃ(x) is identical to he characteristic function

of the non-negative real numbers whose supremum is finite. Elements with a zero degree of

membership are normally not listed.)

1.1.3 Fuzzy Soft Set

Let U be an initial universe set and E be a set of parameters(which are fuzzy words or sen-

tences involving fuzzy words). Let FU denotes the set of all fuzzy subsets of U . Let A ⊂ E.

Then a pair (F,A) is called a Fuzzy Soft Set ( FSS ) over U , where F is a mapping given

by, F : A −→ FU .

Example 2. Assume that, U = {d1, d2, d3, d4} be the set of four dresses and E = {Cheap(e1),

Modern(e2), longevity(e3)} be the set of corresponding parameters which are in fuzzy sense.

Now, assume a mapping F̃ which describes ‘the attractiveness of the dresses ’ as follows,

F̃ (e1) = {d1/0.2, d2/0.5, d3/0.5, d4/0.2}; F̃ (e2) = {d1/0.6, d2/0.1, d3/0.8, d4/0.3};
F̃ (e3) = {d1/0.8, d2/0.5, d3/0.6, d4/0.3}.
Then, (F̃ , E) = {(e1, {d1/0.2, d2/0.5, d3/0.5, d4/0.2}), (e2, {d1/0.6, d2/0.1, d3/0.8, d4/0.3}),
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(e3, {d1/0.8, d2/0.5, d3/0.6, d4/0.3})} is a fuzzy soft set over U , which represents the attrac-

tiveness of the four dresses over the three parameters.

Tabular form of the fuzzy soft set (F̃ , E) has been provided in Table 2.

Table 2

Fuzzy soft set (F̃ , E)

e1 e2 e3

d1 0.2 0.6 0.8

d2 0.5 0.1 0.5

d3 0.5 0.8 0.6

d4 0.2 0.3 0.3

1.1.4 Intuitionistic Fuzzy Set

If X is a collection of objects denoted generically by x then an intuitionistic fuzzy set A in

X is a set of ordered triples,

Ã = {(x, µÃ(x), νÃ(x))/x ∈ X} (2)

where µÃ(x) and νÃ(x) are functions mapping from X into [0, 1]. For each x ∈ X,µÃ(x)

represents the degree of membership of the element x to the subset A of X, νÃ(x) gives

the degree of non-membership. For the functions µÃ(x) and νÃ(x) mapping into [0, 1] the

condition 0 ≤ µÃ(x) + νÃ(x) ≤ 1 holds.

1.1.5 Intuitionistic Fuzzy Soft Set

Let U be an initial universe set and E be a set of parameters(which are intuitionistic fuzzy

words or sentences involving intuitionistic fuzzy words). Let FU denotes the set of all intu-

itionistic fuzzy sets of U . Let A ⊂ E. A pair (F,A) is called an Intuitionistic Fuzzy Soft

Set( IFSS ) over U , where F is a mapping given by, F : A −→ FU .

Example 3. Assume that, X = {u1, u2, u3} be the universal set and E = {e1, e2, e3, e4}
be the set of four corresponding parameters which are in intuitionistic fuzzy sense. Now,

assume a mapping F̃ such as,

F̃ (e1) = {u1/(0.6, 0.2), u2/(0.7, 0.3), u3/(0.5, 0.1)};
F̃ (e2) = {u1/(0.2, 0.3), u2/(0.1, 0.5), u3/(0.5, 0.4)};
F̃ (e3) = {u1/(0.4, 0.3), u2/(0.6, 0.4), u3/(0.3, 0.4)}.
Then, (F̃ , E) is an intuitionistic fuzzy soft set over X, where,

(F̃ , E) = {(e1, F̃ (e1)), (e2, F̃ (e2)), (e3, F̃ (e3))} =

{(e1, {u1/(0.6, 0.2), u2/(0.7, 0.3), u3/(0.5, 0.1)}), (e2, {u1/(0.2, 0.3), u2/(0.1, 0.5), u3/(0.5, 0.4)}),
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(e3, {u1/(0.4, 0.3), u2/(0.6, 0.4), u3/(0.3, 0.4)})}.
Tabular form of the intuitionistic fuzzy soft set (F̃ , E) has been provided in Table 3.

Table 3

Intuitionistic fuzzy soft set (F̃ , E)

e1 e2 e3

u1 (0.6,0.2) (0.2,0.3) (0.4,0.3)

u2 (0.7,0.3) (0.1,0.5) (0.6,0.4)

u3 (0.5,0.1) (0.5,0.4) (0.3,0.4)

1.1.6 Interval-Valued Fuzzy Set

An interval-valued fuzzy set X on a universe U is a mapping such that

X : U −→ Int([0, 1]), where Int([0, 1]) stands for the set of all closed subintervals of [0, 1],

the set of all interval-valued fuzzy sets on U is denoted by IVF(U). Suppose that X ∈
IVF(U);∀x ∈ U ;µX(x) = [µ−

X(x), µ+
X(x)] is called the degree of membership of an element

x with respect to X. µ−
X(x) and µ+

X(x) are referred to as the lower and upper degrees of

membership of x with respect to X where 0 ≤ µ−
X(x) ≤ µ+

X(x) ≤ 1.

1.1.7 Interval-Valued Fuzzy Soft Set

Let U be an initial universe, E be a set of parameters and A ⊆ E. Then a pair (F̄A, E)

is called an interval-valued fuzzy soft set( I-VFSS ) over P (U) where F̄A is a mapping

given by F̄A : A −→ P (U).

An interval-valued fuzzy soft set is a parameterized family of interval-valued fuzzy subsets of

U . An interval-valued fuzzy soft set is also a special case of a soft set because it is still a map-

ping from parameters to P (U). ∀e ∈ A, F̄A(e) is referred as an interval-valued fuzzy set of U .

It can be written as: F̄A(e) = {(x, µF̄A
(x)) : x ∈ U} where µF̄A

(x) is the interval-valued fuzzy

membership degree that object x holds on parameter e. If ∀e ∈ E,∀x ∈ U, µ−
F̄A

(x) = µ+
F̄A

(x),

then F̄A will degenerated to be a standard fuzzy set and then (F̄A, E) will be degenerated

to be a traditional fuzzy soft set.

Example 4. Assume that, U = {h1, h2, h3} be the set of three houses and E = {modern(e1),

cheap(e2), ingreensurroundings(e3)} be the set of corresponding parameters which are in

interval-valued fuzzy sense. Now, the availability of the parameters over these three houses

have been characterized by interval-valued fuzzy soft set (F̃ , E) as given in Table 4.

Table 4

Interval-valued fuzzy soft set (F̃ , E)
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e1 e2 e3

h1 [0.4,0.6] [0.7,0.9] [0.2,0.5]

h2 [0.7,0.8] [0.4,0.8] [0.3,0.6]

h3 [0.1,0.5] [0.3,0.5] [0.4,0.8]

From Table 4 we have seen that, the evaluation of the house h1 over the parameter e1 is

[0.4, 0.6] i.e., h1 house is at least modern with degree 0.4 at most modern with degree 0.6.
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itionistic fuzzy multi-criteria ranking problems and finally we have applied this new algorithm

to solve an intuitionistic fuzzy soft set based multicriteria ranking problem in medical science.
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1 Introduction

Most of the recent mathematical methods meant for formal modeling,reasoning and computing

are crisp, accurate and deterministic in nature. But in ground reality, crisp data is not always

the part and parcel of the problems encountered in different fields like economics, engineering,

social science, medical science, environment etc. As a consequence various theories viz. theory

of probability, theory of fuzzy sets introduced by Zadeh [4], theory of intuitionistic fuzzy sets
∗To whom all correspondence should be addressed
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by Atanassov[3], theory of vague sets by Gau[12], theory of interval mathematics by Gorzal-

czany[5], theory of rough sets by Pawlak[14] have been evolved in process. But difficulties

present in all these theories have been shown by Molodtsov [1]. The cause of these problems

is possibly related to the inadequacy of the parametrization tool of the theories. As a result

Molodtsov proposed the concept of soft theory as a new mathematical tool for solving the

uncertainties which is free from the above difficulties. Maji et al. [7, 9] have further done

various research works on soft set theory. For presence of vagueness Maji et al.[6, 8] have

introduced the concept of Fuzzy Soft Set. Then Mitra Basu et al. [11] proposed the mean po-

tentiality approach to get a balanced solution of a fuzzy soft set based decision making problem.

But satisfactory evaluation of membership values is not always possible because of the insuffi-

ciency in the available information ( besides the presence of vagueness ) situation. Evaluation

of non-membership values is also not always possible for the same reason and as a result there

exists an indeterministic part upon which hesitation survives. Certainly fuzzy soft set the-

ory is not suitable to solve such problems. In those situations Intuitionistic Fuzzy Soft Set

theory (IFSS)[10] may be more applicable. In the year 2001, Maji et al.[10] have introduced

the concept of intuitionistic fuzzy soft set. Moreover they have proposed an algorithm for

solving intuitionistic fuzzy soft set based decision making problem. Recently, Yuncheng Jiang

et al.[13] present an adjustable approach to intuitionistic fuzzy soft sets based decision making

by using level soft sets of intuitionistic fuzzy soft sets. They mainly extend the decision making

approach presented by Feng et al.[2] to the intuitionistic fuzzy case.

But it seems that there is little investigation on multi-criteria decision making using intuition-

istic fuzzy soft sets with multiple criteria being explicitly taken into account. On the other

hand, most of them mainly solve how select an optimal object from the entire candidate rather

than completely rank or sort the objects. However, many practical problem in economics, en-

gineering, environment, social science, medical science, etc., that involve completely ranking,

such as it need to rank the supplier in supply chain according to their service level.

So in this paper we have introduced the concept of intuitionistic fuzzy soft set based multi-

criteria ranking problem. Then we have developed an algorithm to solve intuitionistic fuzzy

soft set based multi-criteria ranking problems. At last we have applied this new algorithm for
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solving such type of problems in medical science.

2 Preliminaries

2.1 Definition: Soft Set [1]

Let U be an initial universe set and E be a set of parameters. Let P (U) denotes the set of all

subsets of U . Let A ⊆ E. Then a pair (F,A) is called a soft set over U , where F is a mapping

given by, F : A −→ P (U).

In other words, a soft set over U is a parameterized family of subsets of the universe U .

2.2 Definition: Fuzzy Soft Set (FSS) [6]

Let U be an initial universe set and E be a set of parameters which are fuzzy words or sentences

involving fuzzy words. Let FU denotes the set of all fuzzy subsets of U . Let A ⊂ E. Then a pair

(F̃ , A) is called a Fuzzy Soft Set (FSS) over U , where F̃ is a mapping given by, F̃ : A −→ FU

2.3 Definition: Intuitionistic Fuzzy Soft Set(IFSS) [10]

Let U be an initial universe set and E be a set of parameters which are intuitionistic fuzzy words

or sentences involving intuitionistic fuzzy words. Let IFU denotes the set of all intuitionistic

fuzzy sets of U . Let A ⊂ E. A pair (F̂ , A) is called an Intuitionistic Fuzzy Soft Set(IFSS)

over U , where F̂ is a mapping given by, F̂ : A −→ IFU

2.4 Definition: Level Soft Set of an Intuitionistic Fuzzy Soft Set [13]

Let $ = (F̂ , A) be an intuitionistic fuzzy soft set over U and A ⊆ E. A (s, t)-level soft set

of the intuitionistic fuzzy soft set $ is a crisp soft set L($; (s, t)) which is defined as,

L($; (s, t)) = (F(s,t), A) = {x ∈ U : µa(x) ≥ sandνa(x) ≤ t}∀a ∈ A

In this definition, s, t ∈ [0, 1] also are called threshold values, in which s ∈ [0, 1] can be

regarded as a given least threshold on membership values and t ∈ [0, 1] can be regarded as a

given greatest threshold on non-membership values.
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3 A Generalized Intuitionistic Fuzzy Soft Set Based Ranking

Problem

Let a decision maker wants to rank m number of objects which have n number of features

i.e., parameters(E). Suppose that the decision maker has freedom to take his decision of

inclusion and evaluation of parameters associated with the selected object, i.e., the decision

maker has his own choice parameters belonging to the parameter set E and has his own view

of evaluation. Here it is assumed that the parameter evaluation of the objects by the

decision maker must be intuitionistic fuzzy and may be presented in linguistic form or

intuitionistic fuzzy soft set format. Now the problem is to rank these m objects in

respect to the maximum degree of satisfaction of all the choice parameters of the

decision maker.

4 An Approach to Solve Intuitionistic Fuzzy Soft Set Based

Ranking Problem

To solve an intuitionistic fuzzy soft set based ranking problem, we introduce a new approach

to rank the solutions of an intuitionistic fuzzy soft set based decision making problem with

equally weighted choice parameters which comprises of some new notions as follows.

Definition: Potentiality

The potentiality of an intuitionistic fuzzy soft set (pifs) is defined as the sum of all mem-

bership values as well as non-membership values of all objects with respect to all parameters

i.e., mathematically it is defined as,

pifs = (
m∑

i=1

n∑
j=1

µij ,
m∑

i=1

n∑
j=1

νij)

where µij and νij are respectively the membership and non-membership value of the i-th

object with respect to the j-th parameter, m is the number of objects and n is the number of

parameters.

Definition: Mean Potentiality

The mean potentiality (mp) of an intuitionistic fuzzy soft set is defined as it’s average weight

among the total potentiality i.e., mathematically it is defined as,

mp =
pifs

m× n
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Definition: Hesitation Function

Let (F̂ , A) be an intuitionistic fuzzy soft set over the universal set of objects U then it can be

viewed as,

(F̂ , A) = {(xi, µaj (xi), νaj (xi))/xi ∈ U, aj ∈ A, i = 1, 2, ..., n; j = 1, 2, ...,m}

Then the hesitation function πA(xi) of the object xi ∈ U in all attributes A of (F̂ , A) is

defined as,

πA(xi) =
m∑

j=1

πaj (xi) =
m∑

j=1

(1− µaj (xi)− νaj (xi))

Definition: Score Function

Let (F̂ , A) be an intuitionistic fuzzy soft set over the universal set of objects U then it can be

viewed as,

(F̂ , A) = {(xi, µaj (xi), νaj (xi))/xi ∈ U, aj ∈ A, i = 1, 2, ..., n; j = 1, 2, ...,m}

Then the score function ζA(xi) of the object xi ∈ U in all attributes A of (F̂ , A) is defined

as,

ζA(xi) =
m∑

j=1

ζaj (xi) =
m∑

j=1

(µaj (xi)− νaj (xi))

Definition: Accuracy Function

Let (F̂ , A) be an intuitionistic fuzzy soft set over the universal set of objects U then it can be

viewed as,

(F̂ , A) = {(xi, µaj (xi), νaj (xi))/xi ∈ U, aj ∈ A, i = 1, 2, ..., n; j = 1, 2, ...,m}

Then the accuracy function θA(xi) of the object xi ∈ U in all attributes A of (F̂ , A) is

defined as,

θA(xi) =
m∑

j=1

θaj (xi) =
m∑

j=1

(µaj (xi) + νaj (xi))

This is an approach by which we can find the appropriate level to get the level soft set of an

intuitionistic fuzzy soft set and then using hesitation, score and accuracy function we can solve

an intuitionistic fuzzy soft set based multi-criteria ranking problem. The detailed step-wise

procedure as an algorithm is given in the following subsection.
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4.1 The Methodology For Solving Intuitionistic Fuzzy Soft Set Based Rank-

ing Problem

In many real life problems of economics, engineering, environment, social science, medical

science etc., that involves completely ranking rather than select an optimal one. For example,

evaluation of supply chain partners is an important decision involving multiple criteria and

risk factors and it needs to rank the supplier completely in the supply chain of engineering

project according to their service level. Because in practical business of the economics and

management, ranking the cooperative supplier according to their service level is more significant

in most of the time to the decision maker for using different cooperation mode. The stepwise

procedure to solve such type of problems is given below.

Algorithm:

Step 1: Compute the potentiality (pifs) = (
∑

µi,
∑

νi) of the intuitionistic fuzzy soft set

(F̂ , A)

Step 2: Find Mean Potentiality (mp) = (
∑

µi

m×n ,
∑

νi

m×n)

Step 3: Form a mp-level soft set of the IFSS.

Step 4: Present the level soft set in tabular form and compute the choice value Ci of objects

∀i

Step 5: Ranking the objects according to the choice value Ci from the largest to the smallest.

If all the alternatives can be sorted by the strict order then stop otherwise go to the next step.

Step 6: Compute the degree of hesitation ζa(x) with the membership of element x ∈ U to

a ∈ A in (F̂ , A) and then compute the sum degree-hesitation ζA(x)

Step 7: Ranking the objects which cannot be sorted by the choice value Ci, according to ζA(x)

from the smallest to the largest. If all the alternatives can be sorted by the strict order, then

stop otherwise go to the next step.

Step 8: Compute the degree of accuracy θa(x) with the membership of elementx ∈ U to a ∈ A

in (F̂ , A) and furthermore compute the sum degree-hesitation θA(x) with the element x ∈ U .

Step 9: Ranking the objects which cannot be sorted by the degree of hesitation ζa(x) and the

choice value Ci, according to θA(x) from the largest to the smallest.
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5 Application of this Algorithm For Solving Intuitionistic Fuzzy

Soft Set Based Ranking Problem in Medical Science

In medical science there also exist intuitionistic fuzzy soft set based ranking problem and we

may apply the above new Algorithm for solving those problems. Now we will discuss a such

type of problem with its solution.

Problem: There are different types of diseases and various modalities of treatments in respect

to them. On the basis of different aspects of the treatment procedure we may measure the de-

gree of effectiveness of the treatment for the disease. Here we consider three common diseases

of oral cavity such as dental caries, gum disease and oral ulcer. Now medicinal treatment,

extraction and scaling that are commonly executed, have more or less impacts on the treat-

ment of these three diseases. According to the statistics, the degree of effectiveness in case

of medicinal treatment for dental caries, gum disease, oral ulcer are (0.5, 0.2), (0.3, 0.5) and

(0.8, 0.1) respectively; by extraction the degrees of effectiveness for dental caries, gum disease

and oral ulcer are (0.5, 0.3),(0.4, 0.5) and (0.2, 0.7) respectively and by scaling the degrees of

effectiveness for dental caries, gum disease and oral ulcer are (0.2, 0.7), (0.6, 0.3) and (0.5, 0.4)

respectively. Suppose a patient simultaneously having these three diseases. Now the prob-

lem is to rank the effectiveness of these three treatment procedures in respect to

these three diseases.

Solution:

The set of universe U = {medicinal treatment, extraction, scaling} = {t1, t2, t3} and the set

of parameters E = {dental caries, gum disease, oral ulcer} = {e1, e2, e3}(say). Now from the

given data we have the intuitionistic fuzzy soft set (F̂ , E) describing “the effectiveness of the

treatments for the diseases”in tabular form as

Table-1
e1 e2 e3

t1 (0.5,0.2) (0.3,0.5) (0.8,0.1)

t2 (0.5,0.3) (0.4,0.5) (0.2,0.7)

t3 (0.2,0.7) (0.6,0.3) (0.5,0.4)

Now let us apply our algorithm to solve this problem.
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1) Potentiality of (F̂ , E) is pifs = (4, 3.7)

2) Mean Potentiality of (F̂ , E) is mp = (0.44, 0.41)

3) and 4) The tabular representation of the mp level soft set of (F̂ , E) with choice values is

Table-2
e1 e2 e3 choice value

t1 1 0 1 2

t2 1 0 0 1

t3 0 1 1 2

5) Using maximum choice value principle, the ranking result is t1 = t3 � t2

6) Now the table representing the degree of hesitation is,

Table-3
ζe1 ζe2 ζe3 ζE

t1 0.3 0.2 0.1 0.6

t2 0.2 0.1 0.1 0.4

t3 0.1 0.1 0.1 0.3

Using the minimum degree-hesitation principle on the basis of the result from the first princi-

ple, we will get the ranking result as,

t3 � t1 � t2

i.e., scaling� medicinal treatment� extraction

Hence if a patient is simultaneously suffering from the three diseases dental caries,

gum disease and oral ulcer then the effectiveness of medicinal treatment is bet-

ter than extraction and the effectiveness of scaling is better than both medicinal

treatment and extraction.

6 Conclusion:

In this paper we have introduced the concept of intuitionistic fuzzy soft set based multi-criteria

ranking problem. Then we have developed an algorithm to solve intuitionistic fuzzy soft set

based multi-criteria ranking problems. At last we have applied this new algorithm for solving

such type of problems in medical science.
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1 Introduction

Most of the recent mathematical methods meant for formal modeling,reasoning and computing

are crisp, accurate and deterministic in nature. But in ground reality, crisp data is not always

the part and parcel of the problems encountered in different fields like economics, engineering,

social science, medical science, environment etc. As a consequence various theories viz. theory

of probability, theory of fuzzy sets introduced by Zadeh [7], theory of intuitionistic fuzzy sets

by Atanassov[6], theory of vague sets by Gau[15], theory of interval mathematics by Gorzal-

czany[8], theory of rough sets by Pawlak[17] have been evolved in process. But difficulties

present in all these theories have been shown by Molodtsov [3]. The cause of these problems

is possibly related to the inadequacy of the parametrization tool of the theories. As a result

Molodtsov proposed the concept of soft theory as a new mathematical tool for solving the

uncertainties which is free from the above difficulties. Maji et al. [10, 12] have further done

various research works on soft set theory. For presence of vagueness Maji et al.[9, 11] have

introduced the concept of Fuzzy Soft Set. Then Mitra Basu et al. [14] proposed the mean po-

tentiality approach to get a balanced solution of a fuzzy soft set based decision making problem.

But satisfactory evaluation of membership values is not always possible because of the insuffi-

ciency in the available information ( besides the presence of vagueness ) situation. Evaluation

of non-membership values is also not always possible for the same reason and as a result there

exists an indeterministic part upon which hesitation survives. Certainly fuzzy soft set the-

ory is not suitable to solve such problems. In those situations Intuitionistic Fuzzy Soft Set

theory (IFSS)[13] may be more applicable. In the year 2001, Maji et al.[13] have introduced

the concept of intuitionistic fuzzy soft set. Moreover they have proposed an algorithm for

solving intuitionistic fuzzy soft set based decision making problem. Recently, Yuncheng Jiang

et al.[16] present an adjustable approach to intuitionistic fuzzy soft sets based decision making

by using level soft sets of intuitionistic fuzzy soft sets. They mainly extend the decision making

approach presented by Feng et al.[5] to the intuitionistic fuzzy case.

More recently, significant results have been obtained in modeling medical decision making by

an alternative fuzzy logic-based approach known as fuzzy cognitive map (FCM) [4], whereas

the application of generalizations of the conventional fuzzy sets, such as the intuitionistic fuzzy

sets (IFSS) [13], have already provided indications for their applicability in the medical domain.
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In the year 2011, Dimitris K. Iakovidis[2] have proposed the intuitionistic fuzzy cognitive

map(IFCM) as an extension of the original FCM model, aiming to exploit the advantages of

both FCM and IFS.

But it seems that there is little investigation on multi-criteria decision making using intuition-

istic fuzzy soft sets with multiple criteria being explicitly taken into account. On the other

hand, most of them mainly solve how select an optimal object from the entire candidate rather

than completely rank or sort the objects. However, many practical problem in economics, en-

gineering, environment, social science, medical science, etc., that involve completely ranking,

such as it need to rank the supplier in supply chain according to their service level.

So in this paper we have introduced the concept of a generalized intuitionistic fuzzy multi-

criteria ranking problem. Then we have developed an IFCM -Algorithm based on intuitionistic

fuzzy cognitive map (IFCM) and few basic properties of intuitionistic fuzzy soft set to solve

intuitionistic fuzzy multi-criteria ranking problems. At last we have applied this IFCM -

Algorithm for solving such type of problem in medical science[1].

2 Preliminaries

2.1 Definition: Soft Set [3]

Let U be an initial universe set and E be a set of parameters. Let P (U) denotes the set of all

subsets of U . Let A ⊆ E. Then a pair (F,A) is called a soft set over U , where F is a mapping

given by, F : A −→ P (U).

In other words, a soft set over U is a parameterized family of subsets of the universe U .

2.2 Definition: Fuzzy Soft Set (FSS) [9]

Let U be an initial universe set and E be a set of parameters which are fuzzy words or sentences

involving fuzzy words. Let FU denotes the set of all fuzzy subsets of U . Let A ⊂ E. Then a pair

(F̃ , A) is called a fuzzy soft set (FSS) over U , where F̃ is a mapping given by, F̃ : A −→ FU
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2.3 Definition: Intuitionistic Fuzzy Soft Set(IFSS) [13]

Let U be an initial universe set and E be a set of parameters which are intuitionistic fuzzy words

or sentences involving intuitionistic fuzzy words. Let IFU denotes the set of all intuitionistic

fuzzy sets of U . Let A ⊂ E. A pair (F̂ , A) is called an intuitionistic fuzzy soft set(IFSS)

over U , where F̂ is a mapping given by, F̂ : A −→ IFU

2.4 Definition: Level Soft Set of an Intuitionistic Fuzzy Soft Set [16]

Let $ = (F̂ , A) be an intuitionistic fuzzy soft set over U and A ⊆ E. A (s, t)-level soft set

of the intuitionistic fuzzy soft set $ is a crisp soft set L($; (s, t)) which is defined as,

L($; (s, t)) = (F(s,t), A) = {x ∈ U : µa(x) ≥ s and νa(x) ≤ t}∀a ∈ A

In this definition, s, t ∈ [0, 1] also are called threshold values, in which s ∈ [0, 1] can be

regarded as a given least threshold on membership values and t ∈ [0, 1] can be regarded as a

given greatest threshold on non-membership values.

2.5 Definition: Intuitionistic Fuzzy Cognitive Map (IFCM) [2]

Intuitionistic fuzzy cognitive map (IFCM) is a decision-making model, enhanced, so

that it captures the degree of hesitancy in the relations defined by the experts between its

concepts. Once the IFCM is constructed, it can receive data from its input concepts, perform

reasoning and infer medical decisions as values of its output concepts. During reasoning, the

IFCM iteratively calculates its state until convergence. The state is represented by a state

vector Sk, which consists of real node values sk
i ∈ [0, 1], i = 1, 2, ..., N , at an iteration k. The

value of each node may be calculated by the following equation:

sk+1
i = f(sk

i +
N∑

j=1,j 6=i

sk
j .(w

µ
ji − wπ

ji))

where f is a threshold function such as its functional value lies within [0, 1], wµ
ji ∈ [−1, 1]

and wπ
ji ∈ [0, 1] represent the influence weight and the hesitancy weight corresponding to the

edge directed from node j to node i. However, the weight factor (wµ
ji − wπ

ji) does not always

preserve the sign of the influence, whereas for unrelated concepts it could generate a non-

negative causal relation between them if the hesitancy weight is nonzero. To overcome these

limitations, Dimitris K. Iakovidis [2] has proposed the following equation to find the value of
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each node,

sk+1
i = f(sk

i +
N∑

j=1,j 6=i

sk
j .w

µ
ji.(1− wπ

ji))

The weight factor wµ
ji.(1−wπ

ji) preserves the sign of the influence and takes a zero value if two

concepts are unrelated or if the hesitancy weight becomes equal to unity.

Figure 1: Example of an Intuitionistic Fuzzy Cognitive Map(IFCM) With Four Nodes

3 A Generalized Intuitionistic Fuzzy Multi-Criteria Ranking

Problem

Let a decision maker wants to rank m number of objects which have n number of features i.e.,

criteria or, parameters(E). Suppose that the decision maker has freedom to take his decision

of inclusion and evaluation of parameters associated with the selected object, i.e., the decision

maker has his own choice parameters belonging to the parameter set E and has his own view

of evaluation. Here it is assumed that the parameter evaluation of the objects by the

decision maker must be intuitionistic fuzzy and may be presented in linguistic form or



6

intuitionistic fuzzy soft set format. One parameter may be influenced by other param-

eters as well as by itself also.

The parameters are assumed to be intuitionistic fuzzy as it can be considered the most gen-

eralized form ( crisp or fuzzy sets are intuitionistic fuzzy sets but the converse is not true ).

This is the most appropriate way to mathematically express the human perception. Now an

object x having an intuitionistic fuzzy parameter (or criterion) e implies that x satisfies the

criterion e with a grade of membership value µe(x) (evaluated by the decision maker), with a

grade of non-membership value νe(x) (evaluated by the same decision maker) and the amount

πe(x) = 1−µe(x)−νe(x) which is termed as hesitation, the degree of indeterminacy concerning

the membership of x with respect to e.

Now the problem is to rank these m objects in respect to the maximum degree of

satisfaction of all the choice parameters of the decision maker.

4 An Approach to Solve Intuitionistic Fuzzy Multi-Criteria

Ranking Problem

To solve an intuitionistic fuzzy multi-criteria ranking problem, we introduce a new approach to

rank the solutions of an intuitionistic fuzzy soft set based decision making problem with inter

related choice parameters which comprises of some new notions and an equation as follows.

Definition: Potentiality

The potentiality of an intuitionistic fuzzy soft set (pifs) is defined as the sum of all mem-

bership values as well as non-membership values of all objects with respect to all parameters

i.e., mathematically it is defined as,

pifs = (
m∑

i=1

n∑
j=1

µij ,
m∑

i=1

n∑
j=1

νij)

where µij and νij are respectively the membership and non-membership value of the i-th

object with respect to the j-th parameter, m is the number of objects and n is the number of

parameters.

Definition: Mean Potentiality

The mean potentiality (mp) of an intuitionistic fuzzy soft set is defined as it’s average weight

among the total potentiality i.e., mathematically it is defined as,

mp =
pifs

m× n
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Definition: Hesitation Function

Let (F̂ , A) be an intuitionistic fuzzy soft set over the universal set of objects U then it can be

viewed as,

(F̂ , A) = {(xi, µaj (xi), νaj (xi))/xi ∈ U, aj ∈ A, i = 1, 2, ...,m; j = 1, 2, ..., n}

Let w : A −→ [0, 1] is a weight function specifying the weight wj = w(aj) for each attribute

aj ∈ A. Then the weighted hesitation function πA(xi) of the object xi ∈ U in all attributes

A of (F̂ , A) is defined as,

πA(xi) =
n∑

j=1

w(aj)πaj (xi) =
n∑

j=1

w(aj)(1− µaj (xi)− νaj (xi)), i = 1, 2, ..,m

Definition: Accuracy Function

Let (F̂ , A) be an intuitionistic fuzzy soft set over the universal set of objects U then it can be

viewed as,

(F̂ , A) = {(xi, µaj (xi), νaj (xi))/xi ∈ U, aj ∈ A, i = 1, 2, ...,m; j = 1, 2, ..., n}

Let w : A −→ [0, 1] is a weight function specifying the weight wj = w(aj) for each attribute

aj ∈ A. Then the weighted accuracy function θA(xi) of the object xi ∈ U in all attributes

A of (F̂ , A) is defined as,

θA(xi) =
n∑

j=1

w(aj)θaj (xi) =
n∑

j=1

w(aj)(µaj (xi) + νaj (xi)), i = 1, 2, ..,m

Equation: Evaluating The Value of Each Node of An Intuitionistic Fuzzy Cognitive

Map

Dimitris K. Iakovidis [2] has proposed the following equation to find the value(after reaching

convergence, the fixed point attractor) of each node of an intuitionistic fuzzy cognitive map,

sk+1
i = f(sk

i +
N∑

j=1,j 6=i

sk
j .w

µ
ji.(1− wπ

ji)) (1)

But in an intuitionistic fuzzy cognitive map any node may be influenced by itself also, so we

have reformulated the equation (1) introduced by Dimitris K. Iakovidis [2] and proposed the

following equation (2) to find the value of each node as:

sk+1
i = f(sk

i +
N∑

j=1

sk
j .w

µ
ji.(1− wπ

ji)) (2)
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In the equation (2) we are also considering the case when j = i, i.e., when the i-th node is

influenced by itself.

At first from the given influences of all criteria using the properties of intuitionistic fuzzy

cognitive map we will calculate the individual weight of each criterion. Then by utilizing

potentiality as well as mean potentiality we can find the appropriate level to get the level soft

set of an intuitionistic fuzzy soft set and then involving hesitation, accuracy function we can

solve an intuitionistic fuzzy multi-criteria ranking problem. The detailed step-wise procedure

as an algorithm is given in the following subsection.

4.1 The Methodology For Solving Intuitionistic Fuzzy Multi-Criteria Rank-

ing Problem

In many real life problems of economics, engineering, environment, social science, medical

science etc., that involves completely ranking rather than select an optimal one. For example,

evaluation of supply chain partners is an important decision involving multiple criteria and

risk factors which are influenced by each other and it needs to rank the supplier completely in

the supply chain of engineering project according to their service level. Because in practical

business of the economics and management, ranking the cooperative supplier according to their

service level is more significant in most of the time to the decision maker for using different

cooperation mode. The stepwise procedure to solve such type of problems is given below.

IFCM-Algorithm:

Step 1: Draw the intuitionistic fuzzy cognitive map(IFCM) associated with the criteria.

Step 2: From the given information, set the initial value of each node(i.e., the initial weight

of each criterion) to construct the initial state vector(S0) which consists of initial real node

values s0
i ∈ [0, 1]; i = 1, 2, ..., N ;N be the number of nodes.

Step 3: Till attaining convergence calculate the value of each node by the following equation:

sk+1
i = f(sk

i +
N∑

j=1

sk
j .w

µ
ji.(1− wπ

ji))

Where the state is represented by a state vector Sk, which consists of real node values

sk
i ∈ [0, 1], i = 1, 2, ..., N , at an iteration k; f is a threshold function such as its functional

value lies within [0, 1], wµ
ji ∈ [−1, 1] and wπ

ji ∈ [0, 1] respectively represent the influence weight

and the hesitancy weight corresponding to the edge directed from node j to node i.
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Step 4: After getting convergence collect the final value w(ei) of each node presenting the

criterion ei; i = 1, 2, .., N .

Step 5: Compute the potentiality of the intuitionistic fuzzy soft set (F̂ , A),

pifs = (
m∑

i=1

n∑
j=1

µij ,

m∑
i=1

n∑
j=1

νij)

where µij and νij respectively be the membership and non-membership value of the i-th object

with respect to the j-th parameter, m be the number of objects and n be the number of

parameters.

Step 6: Find the mean potentiality (mp) of (F̂ , A) as, mp = pifs

m×n

Step 7: Form the mp-level soft set of the IFSS (F̂ , A).

Step 8: Present the level soft set in tabular form with the individual weights of each criterion

and compute the choice value Ci of ith object for i = 1, 2, ...,m.

Step 9: Rank the objects according to the choice value Ci from the largest to the smallest. If

all alternatives can be sorted by the strict order then stop otherwise go to the next step.

Step 10: Compute the degree of hesitation πa(x) of each object x ∈ U with respect to each

parameter a ∈ A in (F̂ , A) and then compute the functional values of weighted hesitation

function πA(x)∀x ∈ U.

Step 11: Rank the objects which cannot be sorted by the choice value Ci, according to πA(x)

from the smallest to the largest. If all alternatives can be sorted by the strict order, then stop

otherwise go to the next step.

Step 12: Compute the degree of accuracy θa(x) of each object x ∈ U with respect to each

parameter a ∈ A in (F̂ , A) and furthermore compute the functional values of weighted accuracy

function θA(x)∀x ∈ U.

Step 13: Rank the objects which cannot be sorted by the degree of hesitation πA(x) and the

choice value Ci, according to θA(x) from the largest to the smallest.
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Figure - 2,3,4: Flow Chart of IFCM−Algorithm

Figure 2: Flow Chart of IFCM−Algorithm(Part-1)
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Figure 3: Flow Chart of IFCM−Algorithm(Part-2)
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Figure 4: Flow Chart of IFCM−Algorithm(Part-3)

5 Application in Medical Science

In medical science there also exist intuitionistic fuzzy soft set based ranking problem and we

may apply the IFCM -Algorithm for solving those problems. Now we will discuss a such type

of problem with its solution.

Problem: There are different types of diseases and various modalities of treatments in respect
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to them. On the basis of different aspects of the treatment procedure we may measure the de-

gree of effectiveness of the treatment for the disease. Here we consider three common diseases

of oral cavity such as dental caries, gum disease and oral ulcer. Now medicinal treatment,

extraction and scaling that are commonly executed, have more or less impacts on the treat-

ment of these three diseases. According to the statistics[1], the degree of effectiveness in case

of medicinal treatment for dental caries, gum disease, oral ulcer are (0.5, 0.2), (0.3, 0.5) and

(0.8, 0.1) respectively; by extraction the degrees of effectiveness for dental caries, gum disease

and oral ulcer are (0.5, 0.3),(0.4, 0.5) and (0.2, 0.7) respectively and by scaling the degrees of

effectiveness for dental caries, gum disease and oral ulcer are (0.2, 0.7), (0.6, 0.3) and (0.5, 0.4)

respectively. Suppose a patient simultaneously having these three diseases. Moreover these

three diseases are more or less influenced by each other. Now the degrees that gum disease is

influenced by itself is (0.15, 0.65), by dental caries is (0.4, 0.5) and by oral ulcer is (0.3, 0.6).

Similarly oral ulcer is influenced by dental caries (0.2, 0.7) and by gum disease (0.1, 0.8). But

dental caries is only influenced by gum disease with a degree (0.4, 0.6). Now the problem is

to rank the effectiveness of these three treatment procedures in respect to these

three diseases.

Solution:

The set of universe U = {medicinal treatment, extraction, scaling} = {t1, t2, t3} and the set

of parameters E = {dental caries, gum disease, oral ulcer} = {e1, e2, e3}(say). Now from the

given data we have the intuitionistic fuzzy soft set (F̂ , E) describing “the effectiveness of the

treatments for the diseases”in tabular form as

Table-1: Tabular representation of (F̂ , E)

e1 e2 e3

t1 (0.5,0.2) (0.3,0.5) (0.8,0.1)

t2 (0.5,0.3) (0.4,0.5) (0.2,0.7)

t3 (0.2,0.7) (0.6,0.3) (0.5,0.4)

Now let us apply IFCM−algorithm to solve this problem.

1) The intuitionistic fuzzy cognitive map(IFCM) associated with the criteria e1, e2, e3 is de-

picted in Figure - 2.

2) Since according to the problem each of these three diseases of oral cavity such as dental
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Figure 5: Intuitionistic Fuzzy Cognitive Map(IFCM) Associated With The Criteria

caries, gum disease and oral ulcer are equally common to be seen, so initially each disease seems

to be of same important to be treated. Therefore initially every node value of this IFCM are

same and let it be 1.

Thus the initial state vector,

S0 = {1, 1, 1}

3) After eight iteration cycles of the IFCM model,

sk+1
i = f(sk

i +
3∑

j=1

sk
j .w

µ
ji.(1− wπ

ji)); i = 1, 2, 3; k = 0, 1, .., 7

(where the state is represented by a state vector Sk, which consists of real node values

sk
i ∈ [0, 1], i = 1, 2, 3, at an iteration k; let here f be the sigmoid threshold function which is

calculated as f(x) = 1
(1+e−λx)

, λ be a positive constant, f(x) lies between [0, 1], wµ
ji ∈ [−1, 1] and

wπ
ji ∈ [0, 1] respectively represent the influence weight and the hesitancy weight corresponding

to the edge directed from node j to node i.) a fixed point attractor is obtained.

4) The final value of node e1 is w(e1) = 0.727 ' 0.7, node e2 is w(e2) = 0.792 ' 0.8 and node

e3 is w(e3) = 0.714 ' 0.7

5) Potentiality of (F̂ , E) is pifs = (4, 3.7)
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6) Mean Potentiality of (F̂ , E) is mp = (0.44, 0.41)

7) and 8) The tabular representation of the mp level soft set of (F̂ , E) with the individual

weight of each criterion together with the choice value of each treatment is
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Table-2
e1(w(e1) = 0.7) e2(w(e2) = 0.8) e3(w(e3) = 0.7) choice value

t1 1 0 1 1.4

t2 1 0 0 0.7

t3 0 1 1 1.5

9) Using maximum choice value principle, the ranking result is t3 � t1 � t2

i.e., scaling � medicinal treatment � extraction

Hence if a patient is simultaneously suffering from the three diseases dental caries,

gum disease and oral ulcer then the effectiveness of medicinal treatment is bet-

ter than extraction and the effectiveness of scaling is better than both medicinal

treatment and extraction.

6 Conclusion:

In this paper we have introduced the concept of a generalized intuitionistic fuzzy multi-criteria

ranking problem. We have also reformulated the equation introduced by Dimitris K. Iako-

vidis [2] evaluating the value of each node of an intuitionistic fuzzy cognitive map (IFCM).

Moreover we have introduced some new notions and by utilizing these new notions together

with the concept of IFCM we have developed a new algorithm, named as IFCM -Algorithm

for solving intuitionistic fuzzy multi-criteria ranking problems. Finally we have applied the

IFCM -Algorithm to rank the effectiveness of the treatment procedures in respect to the dis-

eases from medical science.
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1 Introduction

In real scenario we need strategies which provide some flexible information processing capacity to
deal with uncertainties. Soft set theory is generally used to solve such problems. In the year 1999
Molodtsov [ 2 ] introduced soft set as a completely generic mathematical tool for modeling uncertainties.
Since there is hardly any limitation in describing the objects, researchers simplify the decision making
process by choosing the form of parameters they require and subsequently makes it more efficient in the
absence of partial information. Maji et al. have done further research on soft set theory [9, 10 ] and on
fuzzy soft set theory [11]. Then the different researchers Chen et al.[1] in 2005, Zou et al. [16] and Kong
et al. [18] in 2008 have worked on parameter reduction of soft set and fuzzy soft set theory.

All of these works are based on the classical soft set theory. The soft set model, however, can also be
combined with other mathematical models. For example, by amalgamating the soft set and algebra, Akta
et al.[5] proposed the definition of soft groups, Feng et al. [3] proposed the concept of soft semirings, soft
subsemirings, soft ideals, idealistic soft semirings and soft semiring homomorphisms. Then Y.B. Jun [17]
applied the notion of soft sets to the theory of BCK/BCI-algebras. Maji et al. presented the concept of
the fuzzy soft set [11, 12] which is based on a combination of the fuzzy set and soft set models. Yang et al.
[13] defined the operations on fuzzy soft sets, which are based on three fuzzy logic operators: negation,
triangular norm and triangular conorm. Zou et al.[15] introduced the soft set and fuzzy soft set into the
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incomplete environment. Cagman et al. [7, 8] have proposed the definition of soft matrix which is the
representation of a soft set and they also introduced a new soft set based decision making method. Then
in the year 2009, Yang et al. [14] have combined the interval-valued fuzzy set [6] and soft set[2], from
which a new soft set model: interval-valued fuzzy soft set(IVFSs)[14] is obtained. They have also given
an algorithm to solve IVFSs based decision making problems. Then Feng et al[4] have shown that Yang’s
algorithm has some drawbacks and they have proposed another method for solving IVFSs based decision
making problems.

But according to Feng’s method [4], the decision maker has to form a reduct fuzzy soft set (of
pessimistic or optimistic or neutral type) of the given IVFSs and then can select any level to form the
level soft set. There does not exist any unique or uniform criterion for the selection of the level. So by
this method the decision maker will be puzzled to decide that which type and which level is most suitable
for the selection of the object. Moreover till now researchers [14, 4] have worked on finding solution of
the IVFSs based decision making problems involving only one decision maker. There does not exist any
method for solving a IVFSs-based group decision making problem.

Group Decision is the academic and professional field that aims to improve collective decision process
by taking into account the needs and opinions of every group assisting groups or individuals within groups,
as they interact and collaborate to reach a collective decision.

In this paper, we have introduced the concept of IV FS-matrix. Here we have presented the concept
of choice matrix which represents the choice parameters of the decision makers and then we have intro-
duced some new operations on IV FS-matrix and choice matrix. Moreover we have proven some theorems
along with few properties on these matrices. Finally we have proposed the new IV FSM -algorithm based
on some of these new matrix operations to solve interval-valued fuzzy soft set based decision making prob-
lems involving any number of decision maker. To realize this newly proposed algorithm we have
applied it to a real life group decision making problem and also described the purpose of its introduction.

2 Preliminaries

Definition 2.1([2]) Let U be an initial universe set and E be a set of parameters. Let P (U) denotes
the power set of U . Let A ⊆ E. A pair (FA, E) is called a soft set over U , where FA is a mapping given
by, FA : A −→ P (U).

In other words, a soft set over U is a parameterized family of subsets of the universe U .

Definition 2.2([11]) Let U be an initial universe set and E be a set of parameters(which are fuzzy words
or sentences involving fuzzy words). Let P (U) denotes the set of all fuzzy sets of U . Let A ⊂ E. A pair
(FA, E) is called a Fuzzy Soft Set (FSS) over U , where FA is a mapping given by, FA : E −→ P (U)
such that FA(e) = φ̃ if e 6∈ A where φ̃ is a null fuzzy set.

Example 2.1. Let U be the set of four cities, given by, U = {C1, C2, C3, C4}. Let E be the set of param-
eters (each parameter is a fuzzy word), given by, E = { highly, immensely, moderately, average, less} =
{e1, e2, e3, e4, e5}, where e1 stands for the parameter ‘highly’, e2 stands for the parameter ‘immensely’, e3

stands for the parameter ‘moderately’, e4 stands for the parameter ‘average’. e5 stands for the parameter
‘less’. Let A ⊂ E, given by, A = {e1, e2, e3, e5}, Now suppose that, FA(e1) = {C1/.2, C2/.9, C3/.4, C4/.6},
FA(e2) = {C2/1, C3/.3, C4/.4}, FA(e3) = {C1/.3, C2/.4, C3/.8}, FA(e5) = {C1/.9, C2/.1, C3/.5, C4/.3}.

2
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Then the fuzzy soft set is given by,

(FA, E) = {highly polluted city = {C1/.2, C2/.9, C3/.4, C4/.6},
immensely polluted city = {C2/1, C3/.3, C4/.4},
moderately polluted city = {C1/.3, C2/.4, C3/.8},
average polluted city = φ̃,

less polluted city = {C1/.9, C2/.1, C3/.5, C4/.3}}

Definition 2.3([14]) Let U be an initial universe, E be a set of parameters and A ⊆ E. Then a
pair (F̄A, E) is called an interval-valued fuzzy soft set over P (U) where F̄A is a mapping given by
F̄A : A −→ P (U).

An interval-valued fuzzy soft set is a parameterized family of interval-valued fuzzy subsets of U .
An interval-valued fuzzy soft set is also a special case of a soft set because it is still a mapping from
parameters to P (U). ∀e ∈ A, F̄A(e) is referred as an interval-valued fuzzy set of U . It can be written as:
F̄A(e) = {(x, µF̄A

(x)) : x ∈ U} where µF̄A
(x) is the interval-valued fuzzy membership degree that object

x holds on parameter e. If ∀e ∈ E, ∀x ∈ U, µ−
F̄A

(x) = µ+
F̄A

(x), then F̄A will degenerated to be a standard
fuzzy set and then (F̄A, E) will be degenerated to be a traditional fuzzy soft set.

Example 2.2. Suppose that, U be the set of six houses h1, h2, h3, h4, h5, h6 and E be the set of parameters
given by E = { beautiful, wooden, cheap, in the green surroundings} = {e1, e2, e3, e4} and A = E. The
tabular representation of the interval-valued fuzzy soft set (F̄A, E) is shown in Table 1. In Table 1, we
can see that the precise evaluation for each object on each parameter is unknown while the lower and
upper limits of such an evaluation is given. For example, we cannot present the precise degree of how
beautiful the house h1 is, however, the house h1 is at least beautiful on the degree of 0.7 and it is at most
beautiful on the degree of 0.9.

Table-1: Tabular representation of (F̄A, E)

e1 e2 e3 e4

h1 [0.7,0.9] [0.6, 0.7] [0.3, 0.5] [0.5, 0.8]

h2 [0.6, 0.8] [0.8,1.0] [0.8, 0.9] [0.9, 1.0]

h3 [0.5, 0.6] [0.2,0.4] [0.5, 0.7] [0.7, 0.9]

h4 [0.6, 0.8] [0.0,0.1] [0.7, 1.0] [0.6, 0.8]

h5 [0.8, 0.9] [0.1,0.3] [0.9, 1.0] [0.2, 0.5]

h6 [0.8, 1.0] [0.7, 0.8] [0.2, 0.5] [0.7,1.0]

Definition 2.4([7]) Let (FA, E) be a soft set over U . Then a subset of U × E is uniquely defined by
RA = {(u, e) : e ∈ A, u ∈ FA(e)} which is called a relation form of (FA, E). Now the characteristic
function of RA is written by,

χRA
: U × E −→ {0, 1}, χRA

=





1, (u, e) ∈ RA

0, (u, e) /∈ RA

Definition 2.5([7]) Let U = {u1, u2, .um}, E = {e1, e2, · · · , en}, then RA can be presented by a table as
in the following form

3
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Table-2
e1 e2 · · · en

u1 χRA
(u1, e1) χRA

(u1, e2) · · · χRA
(u1, en)

u2 χRA
(u2, e1) χRA

(u2, e2) · · · χRA
(u2, en)

· · · v · · · · · · · · ·
um χRA

(um, e1) χRA
(um, e2) · · · χRA

(um, en)

If aij = χRA
(ui, ej), we can define a matrix

[aij ]m×n =




a11 a12 · · · a1n

a21 a22 · · · a2n

· · · · · · · · · · · ·
am1 am2 · · · amn




which is called a soft matrix of order m× n corresponding to the soft set (FA, E) over U . A soft set
(FA, E) is uniquely characterized by the matrix [aij ]m×n. Therefore we shall identify any soft set with
its soft matrix and use these two concepts as interchangeable.

3 Some New Concepts of Matrices in Interval-Valued Fuzzy Soft Set Theory

Definition 3.1 (The Concept of IV FS-Matrix) Let (F̄A, E) be an interval-valued fuzzy soft set over U .
Then a subset of U × E is uniquely defined by

RA = {(u, e) : e ∈ A, u ∈ F̄A(e)}

which is called a relation form of (F̄A, E). Now the relation RA is characterized by the membership
function µA : U × E −→ Int([0, 1]) such that

µA(u, e) =





[µ−
F̄A(e)

(u), µ+
F̄A(e)

(u)], if e ∈ A

[0, 0], if e 6∈ A

where Int([0, 1]) stands for the set of all closed subintervals of [0, 1] and [µ−
F̄A(e)

(u), µ+
F̄A(e)

(u)] denotes the
interval-valued fuzzy membership degree of the object u associated with the parameter e.

Now if the set of universe U = {u1, u2, · · · , um} and the set of parameters E = {e1, e2, · · · , en}, then
RA can be presented by a table in the following form

Table-3: Tabular representation of RA

e1 e2 · · · en

u1 µA(u1, e1) µA(u1, e2) · · · µA(u1, en)

u2 µA(u2, e1) µA(u2, e2) · · · µA(u2, en)

· · · · · · · · · · · · · · ·
um µA(um, e1) µA(um, e2) · · · µA(um, en)

where µA(um, en) = [µ−
F̄A(en)

(um), µ+
F̄A(en)

(um)]. If aij = [µ−
F̄A(ej)

(ui), µ+
F̄A(ej)

(ui)], then from table-4 we
can define a matrix

4
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(āij)m×n =




a11 a12 · · · a1n

a21 a22 · · · a2n

· · · · · · · · · · · · · · ·
am1 am2 · · · amn




which is called an interval-valued fuzzy soft matrix or, simply IV FS-matrix of order m × n

corresponding to the interval-valued fuzzy soft set (F̄A, E) over U . An interval-valued fuzzy soft set
(F̄A, E) is uniquely characterized by the matrix (āij)m×n. Therefore we shall identify any interval-valued
fuzzy soft set with its IV FS-matrix and use these two concepts as interchangeable.

Example 3.1. Let U be the set of five cities, given by, U = {C1, C2, C3, C4, C5}. Let E be the set of
parameters ( each parameter is an interval-valued fuzzy word ), given by,

E = { highly, immensely, moderately, average, less } = {e1, e2, e3, e4, e5}(say)
Let A ⊂ E, given by, A = {e1, e2, e3, e5} (say) Now suppose that, F̄A : A −→ P (U) describing “the
pollution of the cities”is given by,

F̄A(e1) = {C1/[.2, .4], C2/[.8, .9], C3/[.4, .5], C4/[.6, .7], C5/[.7, .8]},
F̄A(e2) = {C1/[0, .1], C2/[.9, 1], C3/[.3, .4], C4/[.4, .6], C5/[.6, .7]},
F̄A(e3) = {C1/[.3, .5], C2/[.4, .5], C3/[.8, .9], C4/[.1, .2], C5/[.3, .5]},
F̄A(e5) = {C1/[.9, 1], C2/[.1, .2], C3/[.5, .6], C4/[.3, .5], C5/[.1, .2]}

Therefore the Interval-Valued Fuzzy Soft Set is,

(F̄A, E) = {highly polluted city = {C1/[.2, .4], C2/[.8, .9], C3/[.4, .5], C4/[.6, .7], C5/[.6, .8]},
immensely polluted city = {C1/[0, .1], C2/[.9, 1], C3/[.3, .4], C4/[.4, .6], C5/[.6, .7]},
moderately polluted city = {C1/[.3, .5], C2/[.4, .5], C3/[.8, 1], C4/[.1, .2], C5/[.3, .5]},
less polluted city = {C1/[.9, 1], C2/[.1, .2], C3/[.5, .7], C4/[.3, .5], C5/[.1, .2]}}

Then the relation form of (F̄A, E) is written by,

RA = {({C1/[.2, .4], C2/[.8, .9], C3/[.4, .5], C4/[.6, .7], C5/[.6, .8]}, e1),

({C1/[0, .1], C2/[.9, 1], C3/[.3, .4], C4/[.4, .6], C5/[.6, .7]}, e2),

({C1/[.3, .5], C2/[.4, .5], C3/[.8, 1], C4/[.1, .2], C5/[.3, .5]}, e3),

({C1/[0, 0], C2/[0, 0], C3/[0, 0], C4/[0, 0], C5/[0, 0]}, e4),

({C1/[.9, 1], C2/[.1, .2], C3/[.5, .7], C4/[.3, .5], C5/[.1, .2]}, e5)}

Hence the IV FS-matrix (āij) is written by,

(āij) =




[ .2, .4 ] [ 0, .1 ] [ .3, .5 ] [0,0] [ .9, 1 ]

[ .8, .9 ] [ .9, 1 ] [ .4, .5 ] [0,0] [ .1, .2]

[ .4, .5] [ .3, .4] [ .8, 1 ] [0,0] [ .5, .7 ]

[ .6, .7 ] [ .4, .6 ] [ .1, .2 ] [0,0] [ .3, .5 ]

[.6, .8 ] [.6, .7] [.3, .5] [0,0] [.1, .2]




.

Definition 3.2(Row IV FS-Matrix) An IV FS-matrix of order 1 × n i.e., with a single row is called a
row IV FS-matrix. Physically, a row IV FS-matrix formally corresponds to an interval-valued fuzzy
soft set whose universal set contains only one object.

5
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Example 3.2. Suppose the universe set U contains only one dress d1 and parameter set E =
{costly, beautiful, cheap, comfortable} = {e1, e2, e3, e4}. Let A = {e2, e3, e4} ⊂ E and F̄A : A −→ P (U)
s.t., F̄A(e2) = {d1/[.8, .9]}, F̄A(e3) = {d1/[.2, .4]}, F̄A(e4) = {d1/[.5, .6]}. Then the interval-valued fuzzy
soft set (F̄A, E) = {(e2, {d1/[.8, .9]}), (e3, {d1/[.2, .4]}), (e4, {d1/[.5, .6]})} and then the relation form of
(F̄A, E) is written by, RA = {({d1/[0, 0]}, e1), ({d1/[.8, .9]}, e2), ({d1/[.2, .4]}, e3), ({d1/[.5, .6]}, e4)} Hence
the IV FS-matrix (āij) is written by,

(āij) =
(

[0, 0] [.8, .9] [.2,.4] [.5, .6]
)

which contains a single row and so it is a row IV FS-matrix.

Definition 3.3(Column IV FS-Matrix) An IV FS-matrix of order m × 1 i.e., with a single column is
called a column IV FS-matrix. Physically, a column IV FS-matrix formally corresponds to an interval-
valued fuzzy soft set whose parameter set contains only one parameter.

Example 3.3. Suppose the initial universe set U contains four dresses d1, d2, d3, d4 and the parameter
set E contains only one parameter given by, E = { beautiful } = {e1}. F̄ : E −→ P (U) s.t, F̄ (e1) =
{d1/[0.6, 0.8], d2/[0.1, 0.3], d3/[0.7, 0.9], d4/[0.3, 0.5]}. Then the interval-valued fuzzy soft set (F̄ , E) =
{(e1, {d1/[0.6, 0.8], d2/[0.1, 0.3], d3/[0.7, 0.9], d4/[0.3, 0.5]})} and then the relation form of (F̄ , E) is written
by, RE = {({d1/[0.6, 0.8], d2/[0.1, 0.3], d3/[0.7, 0.9], d4/[0.3, 0.5]}, e1)}. Hence the IV FS-matrix (āij) is
written by,

(āij) =




[0.6, 0.8]

[0.1, 0.3]

[0.7, 0.9]

[0.3, 0.5]




which contains a single column and so it is an example of column IV FS-matrix.

Definition 3.4(Square IV FS-Matrix) An IV FS-matrix of order m×n is said to be an square IV FS-
matrix if m = n ie., the number of rows and the number of columns are equal. That means a square
IV FS-matrix is formally equal to an interval-valued fuzzy soft set having the same number of objects
and parameters.

Example 3.4. Consider the example 3.1. Here since the IV FS-matrix (āij) contains five rows and five
columns, so it is a square IV FS-matrix.

Definition 3.5 (Complement of an IV FS-matrix) Let (āij) be an m× n IV FS-matrix, where (āij) is
the matrix representation of the interval-valued fuzzy soft set (F̄A, E). Then the complement of (āij)
is denoted by (āij)c and is defined by, (āij)c = (c̄ij), where (c̄ij) is also an IV FS-matrix of order m× n

and it is the matrix representation of the interval-valued fuzzy soft set (F̄ c
¬A, E), ie., cij = [µ−cij

, µ+
cij

] =
[1− µ+

aij
, 1− µ−aij

].

Example 3.5. Consider the example 3.1. Then the complement of (āij) is,

(āij)c =




[ .6, .8 ] [ .9, 1 ] [ .5, .7 ] [1,1] [ 0, .1 ]

[ .1, .2 ] [ 0, .1 ] [ .5, .6 ] [1,1] [ .8, .9]

[ .5, .6] [ .6, .7] [ 0, .2 ] [1,1] [ .3, .5 ]

[ .3, .4 ] [ .4, .6 ] [ .8, .9 ] [1,1] [ .5, .7 ]

[.2, .4 ] [.3, .4] [.5, .7] [1,1] [.8, .9]




.

6
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Definition 3.6 (Null IV FS-Matrix) An IV FS-matrix of order m×n is said to be a null IV FS-matrix
or zero IV FS-matrix if all of its elements are [0, 0]. A null IV FS-matrix is denoted by, Φ̄. Now the
interval-valued fuzzy soft set associated with a null IV FS-matrix must be a null interval-valued fuzzy
soft set.

Example 3.6. Let there are four dresses in the universe set U given by, U = {d1, d2, d3, d4} and the
parameter set E = {beautiful, cheap, comfortable, gorgeous} = {e1, e2, e3, e4}.
Let A = {e1, e2, e3} ⊂ E. Now let F̄A : E −→ P (U) s.t, F̄A(e1) = {d1/[0, 0], d2/[0, 0], d3/[0, 0], d4/[0, 0]} =
φ̄, F̄A(e2) = φ̄, F̄A(e3) = φ̄ ( where φ̄ is a null interval-valued fuzzy set). Then the interval-valued
fuzzy soft set (F̄A, E) = {(e1, φ̄), (e2, φ̄), (e3, φ̄)} and then the relation form of (F̄A, E) is written by,
RA = {(φ̄, e1), (φ̄, e2), (φ̄, e3)} Hence the IV FS-matrix (āij) is written by,

(āij) =




[0,0] [0,0] [0,0] [0,0]

[0,0] [0,0] [0,0] [0,0]

[0,0] [0,0] [0,0] [0,0]

[0,0] [0,0] [0,0] [0,0]




= Φ̄.

Definition 3.7 (Complete IV FS-Matrix or, Absolute IV FS-Matrix) An IV FS-matrix of order m× n

is said to be a complete IV FS-matrix or, absolute IV FS-matrix if all of its elements are [1, 1]. A
complete or absolute IV FS-matrix is denoted by, C̄A. Now the interval-valued fuzzy soft set associated
with an absolute IV FS-matrix must be an absolute interval-valued fuzzy soft set.

Example 3.7. Let there are four dresses in the universe set U given by, U = {d1, d2, d3, d4} and the
parameter set E = {beautiful, cheap, comfortable, gorgeous} = {e1, e2, e3, e4}. Let A = {e1, e2, e3, e4} ⊆
E and F̄A : E −→ P (U) s.t,

F̄A(e1) = {d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]},
F̄A(e2) = {d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]},
F̄A(e3) = {d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]},
F̄A(e4) = {d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]}.

Then the interval-valued fuzzy soft set
(F̄A, E) = {(e1, {d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]}),

(e2, {d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]}),
(e3, {d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]}),
(e4, {d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]})}

and then the relation form of (F̄A, E) is written by,
RA = {({d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]}, e1), ({d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]}, e2),

({d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]}, e3), ({d1/[1, 1], d2/[1, 1], d3/[1, 1], d4/[1, 1]}, e4)}.
Hence the IV FS-matrix (āij) is written by,

(āij) =




[1,1] [1,1] [1,1] [1,1]

[1,1] [1,1] [1,1] [1,1]

[1,1] [1,1] [1,1] [1,1]

[1,1] [1,1] [1,1] [1,1]




= C̄A.

Definition 3.8 ( Diagonal IV FS-Matrix) A square IV FS-matrix of order n×n is said to be a diagonal

7
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IV FS-matrix if all of its non-diagonal elements are [0, 0]. If the diagonal elements of a diagonal IV FS-
matrix be all equal, then the matrix is called a scalar IV FS-matrix. If the diagonal elements of a
diagonal IV FS-matrix be all [1, 1], then the matrix is called a unit or identity IV FS-matrix.

Example 3.8. Suppose the initial universe set U = {d1, d2, d3, d4, d5} and the parameter set E =
{e1, e2, e3, e4, e5}. Let F̄ : E −→ P (U) s.t,

F̄ (e1) = {d1/[0.8, 1], d2/[0, 0], d3/[0, 0], d4/[0, 0], d5/[0, 0]},
F̄ (e2) = {d1/[0, 0], d2/[0.3, 0.5], d3/[0, 0], d4/[0, 0], d5/[0, 0]},
F̄ (e3) = {d1/[0, 0], d2/[0, 0], d3/[0.8, 1], d4/[0, 0], d5/[0, 0]},
F̄ (e4) = {d1/[0, 0], d2/[0, 0], d3/[0, 0], d4/[0.7, 0.9], d5/[0, 0]},
F̄ (e5) = {d1/[0, 0], d2/[0, 0], d3/[0, 0], d4/[0, 0], d5/[0.6, 0.8]}.

Then the interval-valued fuzzy soft set

(F̄ , E) = {(e1, {d1/[0.8, 1], d2/[0, 0], d3/[0, 0], d4/[0, 0], d5/[0, 0]}),
(e2, {d1/[0, 0], d2/[0.3, 0.5], d3/[0, 0], d4/[0, 0], d5/[0, 0]}),
(e3, {d1/[0, 0], d2/[0, 0], d3/[0.8, 1], d4/[0, 0], d5/[0, 0]}),
(e4, {d1/[0, 0], d2/[0, 0], d3/[0, 0], d4/[0.7, 0.9], d5/[0, 0]}),
(e5, {d1/[0, 0], d2/[0, 0], d3/[0, 0], d4/[0, 0], d5/[0.6, 0.8]})}

and then the relation form of (F̄ , E) is written by,

RE = {({({d1/[0.8, 1], d2/[0, 0], d3/[0, 0], d4/[0, 0], d5/[0, 0]}, e1),

({d1/[0, 0], d2/[0.3, 0.5], d3/[0, 0], d4/[0, 0], d5/[0, 0]}, e2),

({d1/[0, 0], d2/[0, 0], d3/[0.8, 1], d4/[0, 0], d5/[0, 0]}, e3),

({d1/[0, 0], d2/[0, 0], d3/[0, 0], d4/[0.7, 0.9], d5/[0, 0]}, e4),

({d1/[0, 0], d2/[0, 0], d3/[0, 0], d4/[0, 0], d5/[0.6, 0.8]}, e5)}

Now the IV FS-matrix (āij) is written by,

(āij) =




[0.8,1] [0,0] [0,0] [0,0] [0,0]

[0,0] [0.3,0.5] [0,0] [0,0] [0,0]

[0,0] [0,0] [0.8,1] [0,0] [0,0]

[0,0] [0,0] [0,0] [0.7,0.9] [0,0]

[0,0] [0,0] [0,0] [0,0] [0.6,0.8]




Hence by definition (āij) is a diagonal IV FS-matrix.
Similarly,

(s̄ij) =




[a,b] [0,0] [0,0] [0,0] [0,0]

[0,0] [a,b] [0,0] [0,0] [0,0]

[0,0] [0,0] [a,b] [0,0] [0,0]

[0,0] [0,0] [0,0] [a,b] [0,0]

[0,0] [0,0] [0,0] [0,0] [a,b]



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is a scalar IV FS-matrix (where a, b ∈ [0, 1]) which may be denoted as ([a, b])5 and

(d̄ij) =




[1,1] [0,0] [0,0] [0,0] [0,0]

[0,0] [1,1] [0,0] [0,0] [0,0]

[0,0] [0,0] [1,1] [0,0] [0,0]

[0,0] [0,0] [0,0] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0] [1,1]




is a unit or identity IV FS-matrix which may be simply denoted as Ī5.

Definition 3.9 ( Triangular IV FS-Matrix) A square IV FS-matrix āij of order n× n is said to be an
upper triangular IV FS-matrix if all the elements below the leading diagonal are [0, 0], ie., aij = [0, 0]
if i > j. A square IV FS-matrix āij of order n× n is said to be an lower triangular IV FS-matrix if
all the elements above the leading diagonal are [0, 0], ie., aij = [0, 0] if i < j.

Example 3.9. Suppose the initial universe set U = {d1, d2, d3, d4, d5} and the parameter set E =
{e1, e2, e3, e4, e5}. Let F̄ : E −→ P (U) s.t,

F̄ (e1) = {d1/[0.8, 1], d2/[0, 0], d3/[0, 0], d4/[0, 0], d5/[0, 0]},
F̄ (e2) = {d1/[0.2, 0.5], d2/[0.3, 0.5], d3/[0, 0], d4/[0, 0], d5/[0, 0]},
F̄ (e3) = {d1/[0.4, 0.6], d2/[0.9, 1], d3/[0.8, 1], d4/[0, 0], d5/[0, 0]},
F̄ (e4) = {d1/[0.1, 0.3], d2/[0.7, 0.9], d3/[0.2, 0.4], d4/[0.7, 0.9], d5/[0, 0]},
F̄ (e5) = {d1/[0.5, 0.7], d2/[0.1, 0.4], d3/[0.6, 0.8], d4/[0.3, 0.5], d5/[0.6, 0.8]}.

Then the interval-valued fuzzy soft set

(F̄ , E) = {(e1, {d1/[0.8, 1], d2/[0, 0], d3/[0, 0], d4/[0, 0], d5/[0, 0]}),
(e2, {d1/[0.2, 0.5], d2/[0.3, 0.5], d3/[0, 0], d4/[0, 0], d5/[0, 0]}),
(e3, {d1/[0.4, 0.6], d2/[0.9, 1], d3/[0.8, 1], d4/[0, 0], d5/[0, 0]}),
(e4, {d1/[0.1, 0.3], d2/[0.7, 0.9], d3/[0.2, 0.4], d4/[0.7, 0.9], d5/[0, 0]}),
(e5, {d1/[0.5, 0.7], d2/[0.1, 0.4], d3/[0.6, 0.8], d4/[0.3, 0.5], d5/[0.6, 0.8]})}

and so the relation form of (F̄ , E) is,

RE = {({({d1/[0.8, 1], d2/[0, 0], d3/[0, 0], d4/[0, 0], d5/[0, 0]}, e1),

({d1/[0.2, 0.5], d2/[0.3, 0.5], d3/[0, 0], d4/[0, 0], d5/[0, 0]}, e2),

({d1/[0.4, 0.6], d2/[0.9, 1], d3/[0.8, 1], d4/[0, 0], d5/[0, 0]}, e3),

({d1/[0.1, 0.3], d2/[0.7, 0.9], d3/[0.2, 0.4], d4/[0.7, 0.9], d5/[0, 0]}, e4),

({d1/[0.5, 0.7], d2/[0.1, 0.4], d3/[0.6, 0.8], d4/[0.3, 0.5], d5/[0.6, 0.8]}, e5)}

Therefore the IV FS-matrix (āij) is written by,

(āij) =




[0.8,1] [0.2,0.5] [0.4,0.6] [0.1,0.3] [0.5,0.7]

[0,0] [0.3,0.5] [0.9,1] [0.7,0.9] [0.1,0.4]

[0,0] [0,0] [0.8,1] [0.2,0.4] [0.6,0.8]

[0,0] [0,0] [0,0] [0.7,0.9] [0.3,0.5]

[0,0] [0,0] [0,0] [0,0] [0.6,0.8]



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Here aij = [0, 0] if i > j, hence (āij) is an upper triangular IV FS-matrix. Now let Ḡ : E −→ P (U) s.t,

(Ḡ, E) = {(e1, {d1/[0.8, 1], d2/[0.2, 0.5], d3/[0.4, 0.6], d4/[0.1, 0.3], d5/[0.5, 0.7]}),
(e2, {d1/[0, 0], d2/[0.3, 0.5], d3/[0.8, 1], d4/[0.6, 0.8], d5/[0.4, 0.6]}),
(e3, {d1/[0, 0], d2/[0, 0], d3/[0.8, 0.9], d4/[0.2, 0.5], d5/[0.7, 0.9]}),
(e4, {d1/[0, 0], d2/[0, 0], d3/[0, 0], d4/[0.6, 0.9], d5/[0.2, 0.5]}),
(e5, {d1/[0, 0], d2/[0, 0], d3/[0, 0], d4/[0, 0], d5/[0.6, 0.8]})}

Then similarly the associated IV FS-matrix will be,

(b̄ij) =




[0.8,1] [0,0] [0,0] [0,0] [0,0]

[0.2,0.5] [0.3,0.5] [0,0] [0,0] [0,0]

[0.4,0.6] [0.8,1] [0.8,0.9] [0,0] [0,0]

[0.1,0.3] [0.6,0.8] [0.2,0.5] [0.6,0.9] [0,0]

[0.5,0.7] [0.4,0.6] [0.7,0.9] [0.2,0.5] [0.6,0.8]




Here bij = [0, 0] if i < j, therefore (b̄ij) is a lower triangular IV FS-matrix.

Definition 3.10 ( Equality of IV FS-Matrices) Let A and B be two IV FS-matrices under the same
universe U and set of parameters E. Now A and B are said to be conformable for equality, if they
be of the same order. Now the IV FS-matrices A and B with same order are said to be equal, if and
only if the corresponding elements of A and B be equal.

Definition 3.11 ( Transpose of a square IV FS-Matrix) The transpose of a square IV FS-matrix A

of order n × n is another square IV FS-matrix of the same order obtained from A by interchanging its
rows and columns. It is denoted by AT . Now if A = (āij)n×n, then its transpose AT is defined by
AT = (b̄ij)n×n, where bij = aji. Therefore the interval-valued fuzzy soft set associated with AT becomes
a new interval-valued fuzzy soft set over the same universe and over the same set of parameters.

Note: Transpose of a non-square IV FS-Matrix cannot be defined, as it does not carry any physical
meaning.

Example 3.10. Consider the example 3.1. Here (F̄A, E) be an interval-valued fuzzy soft set over the
universe U and over the set of parameters E, given by,

(F̄A, E) = {highly polluted city = {C1/[.2, .4], C2/[.8, .9], C3/[.4, .5], C4/[.6, .7], C5/[.6, .8]},
immensely polluted city = {C1/[0, .1], C2/[.9, 1], C3/[.3, .4], C4/[.4, .6], C5/[.6, .7]},
moderately polluted city = {C1/[.3, .5], C2/[.4, .5], C3/[.8, 1], C4/[.1, .2], C5/[.3, .5]},
less polluted city = {C1/[.9, 1], C2/[.1, .2], C3/[.5, .7], C4/[.3, .5], C5/[.1, .2]}}

whose associated IV FS-matrix is,

(āij) =




[ .2, .4 ] [ 0, .1 ] [ .3, .5 ] [0,0] [ .9, 1 ]

[ .8, .9 ] [ .9, 1 ] [ .4, .5 ] [0,0] [ .1, .2]

[ .4, .5] [ .3, .4] [ .8, 1 ] [0,0] [ .5, .7 ]

[ .6, .7 ] [ .4, .6 ] [ .1, .2 ] [0,0] [ .3, .5 ]

[.6, .8 ] [.6, .7] [.3, .5] [0,0] [.1, .2]




Now its transpose IV FS-matrix is,
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(āij)T =




[ .2, .4 ] [ .8, .9 ] [ .4, .5 ] [.6,.7] [ .6, .8 ]

[ 0, .1 ] [ .9, 1 ] [ .3, .4 ] [.4,.6] [ .6, .7]

[ .3, .5] [ .4, .5] [ .8, 1 ] [.1,.2] [ .3, .5 ]

[ 0, 0 ] [ 0, 0 ] [ 0, 0 ] [0,0] [ 0, 0 ]

[.9, 1 ] [.1, .2] [.5, .7] [.3,.5] [.1, .2]




Therefore the interval-valued fuzzy soft set associated with (āij)T is,

(ḠB , E) = {highly polluted city = {C1/[.2, .4], C2/[0, .1], C3/[.3, .5], C4/[0, 0], C5/[.9, 1]},
immensely polluted city = {C1/[.8, .9], C2/[.9, 1], C3/[.4, .5], C4/[0, 0], C5/[.1, .2]},
moderately polluted city = {C1/[.4, .5], C2/[.3, .4], C3/[.8, 1], C4/[0, 0], C5/[.3, .5]},
average polluted city = {C1/[.6, .7], C2/[.4, .6], C3/[.1, .2], C4/[0, 0], C5/[.3, .5]},
less polluted city = {C1/[.6, .8], C2/[.6, .7], C3/[.3, .5], C4/[0, 0], C5/[.1, .2]}}

Definition 3.12 ( Choice Matrix) It is a square matrix whose rows and columns both indicate param-
eters. If ξ is a choice matrix, then its element ξ(i, j) is defined as follows:

ξ(i, j) =





[1, 1] when ith and jth parameters are both choice parameters of the decision makers

[0, 0] when atleast one of the ith or jth parameters be not under choice of the decision maker

Any Greek letter may be used to denote a choice matrix. There are different types of choice matrices
according to the number of decision makers. We may realize this by the following example.

Example 3.11. Suppose that U be a set of four factories, say, U = {f1, f2, f3, f4} Let E be a set of
parameters, given by, E = { costly, excellent work culture, assured production, good location, cheap} =
{e1, e2, e3, e4, e5}(say). Now let the interval-valued fuzzy soft set (F̄ , A) describing “the quality of the
factories”, is given by,

(F̄ , E) = { costly factories = {f1/[0.9, 1], f2/[0.2, 0.5], f3/[0.4, 0.5], f4/[0.8, 1]},
factories with excellent work culture = {f1/[0.8, 1], f2/[0.3, 0.5], f3/[0.5, 0.7], f4/[0.4, 0.5]},

factories with assured production = {f1/[0.9, 1], f2/[0.2, 0.5], f3/[0.4, 0.6], f4/[0.8, 1]},
factories with good location = {f1/[0.7, 0.9], f2/[0.9, 1], f3/[0.4, 0.7], f4/[0.8, 0.9]},
cheap factories = {f1/[0.1, 0.4], f2/[0.7, 0.9], f3/[0.5, 0.7], f4/[0.2, 0.5]}}

Suppose Mr.X wants to buy a factory on the basis of his choice parameters excellent work culture, assured
production and cheap which form a subset P of the parameter set E. Therefore P = {e2, e3, e5}. Now
the choice matrix of Mr.X is,

(ξij)P = eP




eP

[0,0] [0,0] [0,0] [0,0] [0,0]

[0,0] [1,1] [1,1] [0,0] [1,1]

[0,0] [1,1] [1,1] [0,0] [1,1]

[0,0] [0,0] [0,0] [0,0] [0,0]

[0,0] [1,1] [1,1] [0,0] [1,1]




Now suppose Mr.X and Mr.Y together wants to buy a factory according to their choice parameters. Let
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the choice parameter set of Mr.Y be, Q = {e1, e2, e3, e4}. Then the combined choice matrix of Mr.X
and Mr.Y is

(ξij)(P,Q) = eP




eQ

[0,0] [0,0] [0,0] [0,0] [0,0]

[1,1] [1,1] [1,1] [1,1] [0,0]

[1,1] [1,1] [1,1] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0] [0,0]

[1,1] [1,1] [1,1] [1,1] [0,0]




Here the entries eij = [1, 1] indicates that ei is a choice parameter of Mr.X and ej is a choice parameter of
Mr.Y. Now eij = [0, 0] indicates either ei fails to be a choice parameter of Mr.X or ej fails to be a choice
parameter of Mr.Y.] Again the above combined choice matrix of Mr.X and Mr.Y may be also presented
in its transpose form as,

(ξij)(Q,P ) = eQ




eP

[0,0] [1,1] [1,1] [0,0] [1,1]

[0,0] [1,1] [1,1] [0,0] [1,1]

[0,0] [1,1] [1,1] [0,0] [1,1]

[0,0] [1,1] [1,1] [0,0] [1,1]

[0,0] [0,0] [0,0] [0,0] [0,0]




Now let us see the form of the combined choice matrix associated with three decision makers. Suppose
that Mr.Z is willing to buy a factory together with Mr.X and Mr.Y on the basis of his choice parameters
excellent work culture, assured production and good location which form a subset R of the parameter set
E. Therefore R = {e2, e3, e4}. Then the combined choice matrix of Mr.X, Mr.Y and Mr.Z will
be of three different types which are as follows,

i) (ξij)(R,P∧Q) = eR




e(P∧Q)

[0,0] [0,0] [0,0] [0,0] [0,0]

[0,0] [1,1] [1,1] [0,0] [0,0]

[0,0] [1,1] [1,1] [0,0] [0,0]

[0,0] [1,1] [1,1] [0,0] [0,0]

[0,0] [0,0] [0,0] [0,0] [0,0]




Since the set of common choice parameters of Mr.X and Mr.Y is, P ∧ Q = {e2, e3}. Here the entries
eij = [1, 1] indicates that ei is a choice parameter of Mr.Z and ej is a common choice parameter of Mr.X
and Mr.Y. Now eij = [0, 0] indicates either ei fails to be a choice parameter of Mr.Z or ej fails to be a
common choice parameter of Mr.X and Mr.Y.

ii) (ξij)(P,Q∧R) = eP




e(Q∧R)

[0,0] [0,0] [0,0] [0,0] [0,0]

[0,0] [1,1] [1,1] [1,1] [0,0]

[0,0] [1,1] [1,1] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0] [0,0]

[0,0] [1,1] [1,1] [1,1] [0,0]




[ Since Q ∧R = {e2, e3, e4}]
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iii) (ξij)(Q,R∧P ) = eQ




e(R∧P )

[0,0] [1,1] [1,1] [0,0] [0,0]

[0,0] [1,1] [1,1] [0,0] [0,0]

[0,0] [1,1] [1,1] [0,0] [0,0]

[0,0] [1,1] [1,1] [0,0] [0,0]

[0,0] [0,0] [0,0] [0,0] [0,0]




[ Since R ∧ P = {e2, e3}]

Definition 3.13 ( Symmetric IV FS-Matrix A square IV FS-matrix A of order n × n is said to be a
symmetric IV FS-matrix, if its transpose be equal to it, i.e., if AT = A. Hence the IV FS-matrix (āij)
is symmetric, if aij = aji,∀i, j. Therefore if (āij) be a symmetric IV FS-matrix then the interval-valued
fuzzy soft sets associated with (āij) and (āij)T both be the same.

Example 3.12. Let the set of universe U = {u1, u2, u3, u4} and the set of parameters E = {e1, e2, e3, e4}.
Now suppose that, A ⊆ E and F̄A : E −→ P (U) s.t, (F̄A, E) forms an interval-valued fuzzy soft set given
by,

(F̄A, E) = {(e1, {u1/[0.2, 0.4], u2/[0.3, 0.5], u3/[0.8, 1], u4/[0.5, 0.7]}),
(e2, {u1/[0.3, 0.5], u2/[0.6, 0.8], u3/[0.1, 0.3], u4/[0.7, 1]}),
(e3, {u1/[0.8, 1], u2/[0.1, 0.3], u3/[0.7, 0.9], u4/[0.2, 0.5]}),
(e4, {u1/[0.5, 0.7], u2/[0.7, 1], u3/[0.2, 0.5], u4/[0.4, 0.6]})}

The IV FS-matrix associated with this interval-valued fuzzy soft set (F̄A, E) is,

(āij) =




[0.2,0.4] [0.3,0.5] [0.8,1] [0.5,0.7]

[0.3,0.5] [0.6,0.8] [0.1,0.3] [0.7,1]

[0.8,1] [0.1,0.3] [0.7,0.9] [0.2,0.5]

[0.5,0.7] [0.7,1] [0.2,0.5] [0.4,0.6]




.

Definition 3.14 ( Addition of IV FS-Matrices) Two IV FS-matrices A and B are said to be con-
formable for addition, if they be of the same order and after addition the obtained sum also be an
IV FS-matrix of the same order. Now if A = (āij) and B = (b̄ij) of the same order m × n, then the
addition of A and B is denoted by, A⊕B and is defined by,

(āij)⊕ (b̄ij) = (c̄ij), where cij = [sup{µ−aij
, µ−bij

}, sup{µ+
aij

, µ+
bij
}]∀i, j.

Example 3.13. Consider the IV FS-matrix of example 3.1,

(āij) =




[ .2, .4 ] [ 0, .1 ] [ .3, .5 ] [0,0] [ .9, 1 ]

[ .8, .9 ] [ .9, 1 ] [ .4, .5 ] [0,0] [ .1, .2]

[ .4, .5] [ .3, .4] [ .8, 1 ] [0,0] [ .5, .7 ]

[ .6, .7 ] [ .4, .6 ] [ .1, .2 ] [0,0] [ .3, .5 ]

[.6, .8 ] [.6, .7] [.3, .5] [0,0] [.1, .2]




Now consider another IV FS-matrix (b̄ij) associated with the interval-valued fuzzy soft set (ḠB , E). (also
describing “the pollution of the cities”) over the same universe U. Let B = {e1, e4, e5} ⊂ E and

(Ḡ, B) = {highly polluted city = {C1/[.3, .5], C2/[.9, 1], C3/[.4, .5], C4/[.7, .9], C5/[.6, .9]},

13
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average polluted city = {C1/[.2, .5], C2/[.3, .5], C3/[.7, .9], C4/[.2, .4], C5/[.3, .6]},
less polluted city = {C1/[.8, 1], C2/[.2, .3], C3/[.6, .8], C4/[.3, .5], C5/[.2, .4]}}

Hence the IV FS-matrix (b̄ij) is written by,

(b̄ij) =




[ .3, .5 ] [0,0] [0,0] [.2,.5] [ .8, 1 ]

[ .9, 1 ] [0,0] [0,0] [.3,.5] [ .2, .3]

[ .4, .5] [0,0] [0,0] [.7,.9] [ .6, .8 ]

[ .7, .9 ] [0,0] [0,0] [.2,.4] [ .3, .5 ]

[.6, .9 ] [0,0] [0,0] [.3,.6] [.2, .4]




.

Therefore the sum of the IV FS-matrices (āij) and (b̄ij) is,

(āij)⊕ (b̄ij) =




[ .3, .5 ] [ 0, .1 ] [ .3, .5 ] [.2,.5] [ .9, 1 ]

[ .9, 1 ] [ .9, 1 ] [ .4, .5 ] [.3,.5] [ .2, .3]

[ .4, .5] [ .3, .4] [ .8, 1 ] [.7,.9] [ .6, .8 ]

[ .7, .9 ] [ .4, .6 ] [ .1, .2 ] [.2,.4] [ .3, .5 ]

[.6, .9 ] [.6, .7] [.3, .5] [.3,.6] [.2, .4]




.

Definition 3.15 ( Subtraction of IV FS-Matrices) Two IV FS-matrices A and B are said to be con-
formable for subtraction, if they be of the same order and after subtraction the obtained result also
be an IV FS-matrix of the same order. Now if A = (āij) and B = (b̄ij) of order m×n, then subtraction
of B from A is denoted by, AªB and is defined by,

(āij)ª (b̄ij) = (c̄ij), where cij = [inf{µ−aij
, µ−bo

ij
}, inf{µ+

aij
, µ+

bo
ij
}]∀i, j

where (b̄o
ij) is the complement of (b̄ij)

Example 3.14. Consider the IV FS-matrices (āij) and (b̄ij) of example 3.13. Now

(āij) =




[ .2, .4 ] [ 0, .1 ] [ .3, .5 ] [0,0] [ .9, 1 ]

[ .8, .9 ] [ .9, 1 ] [ .4, .5 ] [0,0] [ .1, .2]

[ .4, .5] [ .3, .4] [ .8, 1 ] [0,0] [ .5, .7 ]

[ .6, .7 ] [ .4, .6 ] [ .1, .2 ] [0,0] [ .3, .5 ]

[.6, .8 ] [.6, .7] [.3, .5] [0,0] [.1, .2]




and

(b̄ij)o =




[ .5, .7 ] [1,1] [1,1] [.5,.8] [ 0, .2 ]

[ 0, .1 ] [1,1] [1,1] [.5,.7] [ .7, .8]

[ .5, .6] [1,1] [1,1] [.1,.3] [ .2, .4 ]

[ .1, .3 ] [1,1] [1,1] [.6,.8] [ .5, .7 ]

[.1, .4 ] [1,1] [1,1] [.4,.7] [.6, .8]




.

Therefore the subtraction of the IV FS-matrix (b̄ij) from the IV FS-matrix (āij) is,

14
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(āij)ª (b̄ij) =




[ .2, .4 ] [ 0, .1 ] [ .3, .5 ] [0,0] [ 0, .2 ]

[ 0, .1 ] [ .9, 1 ] [ .4, .5 ] [0,0] [ .1, .2]

[ .4, .5] [ .3, .4] [ .8, 1 ] [0,0] [ .2, .4 ]

[ .1, .3 ] [ .4, .6 ] [ .1, .2 ] [0,0] [ .3, .5 ]

[.1, .4 ] [.6, .7] [.3, .5] [0,0] [.1, .2]




.

Properties. Let A and B be two IV FS-matrices of order m× n. Then
i) A⊕B = B ⊕A

ii) (A⊕B)⊕ C = A⊕ (B ⊕ C)
iii) AªB 6= B ªA

iv) (AªB)ª C 6= Aª (B ª C)
v) A⊕Ao 6= C̄A

vi) AªA 6= Φ̄.

Proof: The proofs of (i)-(vi) are directly obtained from the definitions of addition, subtraction
and complement. ¤

Theorem 1. If A be an IV FS-square matrix of order n× n, then (AT )T = A.

Proof: Let A = (āij)n×n. Then by definition, AT = (b̄ij)n×n where bij = aji∀i, j. ie., AT =
(āji)n×n. Therefore (AT )T = (c̄ij)n×n where cij = aij ie., (AT )T = (āij)n×n = A.

Theorem 2. If A and B be two IV FS-square matrices of order n× n, then (A⊕B)T = AT ⊕BT .

Proof: Let A = (āij)n×n and B = (b̄ij)n×n. Then

L.H.S = (A⊕B)T = CT where C = (c̄ij)n×n

= (c̄ji)n×n where cji = [sup{µ−aji
, µ−bji

}, sup{µ+
aji

, µ+
bji
}]∀i, j

and

R.H.S = AT ⊕BT = (āji)n×n ⊕ (b̄ji)n×n

= (d̄ji)n×n where dji = [sup{µ−aji
, µ−bji

}, sup{µ+
aji

, µ+
bji
}]∀i, j

= CT = L.H.S

Hence (A⊕B)T = AT ⊕BT . ¤

Theorem 3. If A be an IV FS-square matrix of order n× n, then (A⊕AT ) is symmetric.

Proof: Let A = (āij)n×n. Then by definition, AT = (āji)n×n. Now

A⊕AT = (āij)n×n ⊕ (āji)n×n

= (c̄ij)n×n where cij = [sup{µ−aij
, µ−aji

}, sup{µ+
aij

, µ+
aji
}]∀i, j.

Now cji = [sup{µ−aji
, µ−aij

}, sup{µ+
aji

, µ+
aij
}] = cij∀i, j. Therefore (c̄ij)n×n ie., (A⊕AT ) is symmetric.

¤

Theorem 4. If A and B be two IV FS-square matrices of order n× n and if A and B be symmetric,
then A⊕B is symmetric.
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Proof: Since A and B be symmetric, AT = A and BT = B. Therefore AT ⊕ BT = A⊕ B. Thus
from theorem-2 we have, (A⊕B)T = AT ⊕BT = A⊕B. Hence A⊕B is symmetric. ¤

Definition 3.16 ( Product of an IV FS-Matrix with a Choice Matrix) Let U be the set of universe and
E be the set of parameters. Suppose that A be an IV FS-matrix and β be the choice matrix over (U,E).
The product of an IV FS-matrix A with a choice matrix β is denoted by A⊗β. Now A and β are said to
be conformable for product A⊗ β when the number of columns of A be equal to the number of rows of
β and the product A⊗ β becomes also another IV FS-matrix. If A = (āij)m×n and β = (β̄jk)n×p, then
the product A⊗ β is defined as

A⊗ β = (c̄ik) where cik = [supn
j=1inf{µ−aij

, µ−βjk
}, supn

j=1inf{µ+
aij

, µ+
βjk
}]

Properties. i) β⊗A cannot be defined here. ii) If A⊗β = Φ̄, then we cannot say, as in scalar algebra,
that either A is a null IV FS-matrix or, β is a null matrix.

Example 3.15. Let U be the set of four dresses, given by, U = {d1, d2, d3, d4}. Let E be the set of
parameters, given by, E = { cheap, beautiful, comfortable, gorgeous } = {e1, e2, e3, e4}(say). Suppose
that the set of choice parameters of Mr.X be, A = {e1, e3}. Now let according to the choice parameters
of Mr.X, we have the interval-valued fuzzy soft set (F̄ , A) which describes “the attractiveness of the
dresses”and the IV FS-matrix of the interval-valued fuzzy soft set (F̄ , A) be,

(āij) =




[0.8,1] [0.2,0.3] [0.7,0.9] [0.3,0.5]

[0.3,0.4] [0.7,0.9] [0.4,0.6] [0.8,1]

[0.7,1] [0.4,0.5] [0.5,0.8] [0.6,0.7]

[0.5,0.7] [0.1,0.3] [0.9,1] [0.2,0.5]




Again the choice matrix of Mr.X is,

‘ (ξij)A = eA




eA

[1,1] [0,0] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0]

[1,1] [0,0] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0]




Since the number of columns of the IV FS-matrix (āij) is equal to the number of rows of the choice
matrix (ξij)A, they are conformable for the product. Therefore

U




eA

[0.8,1] [0.2,0.3] [0.7,0.9] [0.3,0.5]

[0.3,0.4] [0.7,0.9] [0.4,0.6] [0.8,1]

[0.7,1] [0.4,0.5] [0.5,0.8] [0.6,0.7]

[0.5,0.7] [0.1,0.3] [0.9,1] [0.2,0.5]




⊗ eA




eA

[1,1] [0,0] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0]

[1,1] [0,0] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0]




= U




E

[0.8,1] [0,0] [0.8,1] [0,0]

[0.4,0.6] [0,0] [0.4,0.6] [0,0]

[0.7,1] [0,0] [0.7,1] [0,0]

[0.9,1] [0,0] [0.9,1] [0,0]




.
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4 Group Decisions

Group Decision is the academic and professional field that aims to improve collective decision process
by taking into account the needs and opinions of every group members. Group decision includes the
development and study of methods for assisting groups or individuals within groups, as they interact
and collaborate to reach a collective decision. But till now there does not exist any method to solve
interval-valued fuzzy soft set(IVFSs) based group decision making problem. In the following subsection
at first a general IVFSs based decision making problem is defined, then a new approach is developed to
solve such types of problems.

A Generalized Interval-Valued Fuzzy Soft Set Based Group Decision Making Problem:
Let N number of decision makers want to select an object jointly from the m number of objects which
have n number of features ie., parameters(E). Suppose that each decision maker has freedom to take his
decision of inclusion and evaluation of parameters associated with the selected object, ie., each decision
maker has his own choice parameters belonging to the parameter set E and has his own view of evaluation.
Here it is assumed that parameter evaluation of the objects must be interval-valued fuzzy. Now the
problem is to find out the object out of these m objects which satisfies all the choice parameters of all
decision makers jointly as much as possible.

A New Approach to Solve IV FS-Matrix Based Group Decision Making Problems: This
new approach is specially based on choice matrices and its operations. The stepwise procedure of this
new approach is presented in the following IV FSM -algorithm.

IV FSM-Algorithm:
Step-I: First construct the combined choice matrices with respect to the choice parameters of the deci-
sion makers.
Step-II: Compute the product IV FS-matrices by multiplying each given IV FS-matrix with the com-
bined choice matrix as per the rule of multiplication of IV FS-matrices.
Step-III: Compute the sum of these product IV FS-matrices to have the resultant IV FS-matrix(R̄IV FS).
Step-IV: Then compute the weight of each object(Oi) by adding the membership values of the entries
of its concerned row(i-th row) of R̄IV FS and denote it as W (Oi).
Step-V: ∀Oi ∈ U , compute the score ri of Oi such that,

ri =
∑

Oj∈U

((µ−i − µ−j ) + (µ+
i − µ+

j )

Step-VI: The object having the highest score becomes the jointly selected object according to all decision
makers. If more than one object have the highest score then any one of these highest scorers may be
chosen as the jointly selected object.

To illustrate the basic idea of the IV FSM -algorithm, now we apply it to the following IV FS-matrix
based decision making problem.

Example 4.1. Let the set of universe U consist of four cities C1, C2, C3, C4 and the set of pa-
rameters E = { industrialization, greeneries, modern facilities, government pollution control policy } =
{e1, e2, e3, e4}. Now two Mr.X and Mrs.X wants to live in a city among these four. Mr.X likes an in-
dustrialized city but having greeneries and Government pollution control policy. Whereas Mrs.X likes
greeneries but a city with modern facilities. So the sets of choice parameters of Mr.X and Mrs.X are

17



T. M. Basu, et al : Matrices in interval-valued fuzzy soft set theory and their application

respectively, A = {e1, e2, e4} ⊂ E and B = {e2, e3} ⊂ E. Now let according to the choice parameters of
Mr.X and Mrs.X, we have the interval-valued fuzzy soft sets (F̄A, E) and (ḠB , E), both describing “the
attractiveness of the cities ”according to Mr.X and Mrs.X respectively. Let the IV FS-matrices of the
interval-valued fuzzy soft sets (F̄A, E) and (ḠB , E) are respectively,

(āij) =




[0.8,1] [0.1,0.3] [0,0] [0.3,0.5]

[0,0.2] [0.7,0.9] [0,0] [0.6,0.7]

[0.6,0.9] [0.3,0.4] [0,0] [0.4,0.6]

[0.7,0.8] [0.1,0.2] [0,0] [0.2,0.3]




, (b̄ik) =




[0,0] [0.2,0.3] [0.5,0.7] [0,0]

[0,0] [0.7,0.9] [0.3,0.6] [0,0]

[0,0] [0.3,0.5] [0.5,0.6] [0,0]

[0,0] [0.2,0.3] [0.6,0.8] [0,0]




Now the problem is to select the city among the four cities which satisfies the choice parameters of
Mr.X and Mrs.X as much as possible.

1) The combined choice matrix of Mr.X and Mrs.X is,

eB




eA

[0,0] [0,0] [0,0] [0,0]

[1,1] [1,1] [0,0] [1,1]

[1,1] [1,1] [0,0] [1,1]

[0,0] [0,0] [0,0] [0,0]




or it may be presented in its transposed form as,

eA




eB

[0,0] [1,1] [1,1] [0,0]

[0,0] [1,1] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0]

[0,0] [1,1] [1,1] [0,0]




2) Corresponding product IV FS-matrices are,

U




eA

[0.8,1] [0.1,0.3] [0,0] [0.3,0.5]

[0,0.2] [0.7,0.9] [0,0] [0.6,0.7]

[0.6,0.9] [0.3,0.4] [0,0] [0.4,0.6]

[0.7,0.8] [0.1,0.2] [0,0] [0.2,0.3]




⊗ eA




eB

[0,0] [1,1] [1,1] [0,0]

[0,0] [1,1] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0]

[0,0] [1,1] [1,1] [0,0]




= U




E

[0,0] [0.8,1] [0.8,1] [0,0]

[0,0] [0.7,0.9] [0.7,0.9] [0,0]

[0,0] [0.6,0.9] [0.6,0.9] [0,0]

[0,0] [0.7,0.8] [0.7,0.8] [0,0]




U




eB

[0,0] [0.2,0.3] [0.5,0.7] [0,0]

[0,0] [0.7,0.9] [0.3,0.6] [0,0]

[0,0] [0.3,0.5] [0.5,0.6] [0,0]

[0,0] [0.2,0.3] [0.6,0.8] [0,0]




⊗ eB




eA

[0,0] [0,0] [0,0] [0,0]

[1,1] [1,1] [0,0] [1,1]

[1,1] [1,1] [0,0] [1,1]

[0,0] [0,0] [0,0] [0,0]



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= U




E

[0,0] [0.4,0.7] [0.4,0.7] [0,0]

[0,0] [0.7,0.9] [0.7,0.9] [0,0]

[0,0] [0.5,0.6] [0.5,0.6] [0,0]

[0,0] [0.6,0.8] [0.6,0.8] [0,0]




3) The sum of these product IV FS-matrices is,


[0,0] [0.8,1] [0.8,1] [0,0]

[0,0] [0.7,0.9] [0.7,0.9] [0,0]

[0,0] [0.6,0.9] [0.6,0.9] [0,0]

[0,0] [0.7,0.8] [0.7,0.8] [0,0]



⊕




[0,0] [0.4,0.7] [0.4,0.7] [0,0]

[0,0] [0.7,0.9] [0.7,0.9] [0,0]

[0,0] [0.5,0.6] [0.5,0.6] [0,0]

[0,0] [0.6,0.8] [0.6,0.8] [0,0]




=




[0,0] [0.8,1] [0.8,1] [0,0]

[0,0] [0.7,0.9] [0.7,0.9] [0,0]

[0,0] [0.6,0.9] [0.6,0.9] [0,0]

[0,0] [0.7,0.8] [0.7,0.8] [0,0]




= RIV FS

4) Now the weights of the cities are,

(i) W (C1) = [(0 + 0.8 + 0.8 + 0), (0 + 1 + 1 + 0)] = [1.6, 2]
(ii) W (C2) = [(0 + 0.7 + 0.7 + 0), (0 + 0.9 + 0.9 + 0)] = [1.4, 1.8]
(iii) W (C3) = [(0 + 0.6 + 0.6 + 0), (0 + 0.9 + 0.9 + 0)] = [1.2, 1.8]
(iv) W (C4) = [(0 + 0.7 + 0.7 + 0), (0 + 0.8 + 0.8 + 0)] = [1.4, 1.6]

5) Now the scores for the cities are,

(i) r1 = (0.2 + 0.4 + 0.2) + (0.2 + 0.2 + 0.4) = 1.6
(ii) r2 = (−0.2 + 0.2 + 0) + (−0.2 + 0 + 0.2) = 0
(iii) r3 = (−0.4− 0.2− 0.2) + (−0.2 + 0 + 0.2) = −0.8
(iv) r4 = (−0.2 + 0 + 0.2) + (−0.4− 0.2− 0.2) = −0.8

6) Since the score r1 is maximum (1.6), the highest scorer city C1 will be their selected city which
fulfill the choice parameters of Mr.X and Mrs.X as much as possible.

5 Purpose of introducing IV FSM-Algorithm

Till now researchers [17, 19] have worked on finding solution of the interval-valued fuzzy soft set
(IVFSs) based decision making problems involving only one decision maker. There does not exist any
algorithm for solving an IVFSs-based group decision making problem. IV FSM -algorithm can solve the
IVFSs-based decision making problems involving any number of decision maker.

Moreover the existing methods for solving IVFSs-based decision making problems have some draw-
backs. Feng et al.[19] have pointed out the drawback of Yang’s method[17] and shown that their proposed
method is more efficient than it. Now by the following example we will find out the drawbacks of Feng’s
method and show that our proposed IV FSM -algorithm is more deterministic than Feng’s method.

19



T. M. Basu, et al : Matrices in interval-valued fuzzy soft set theory and their application

Example 5.1. Let the set of universe U consist of three dresses d1, d2, d3 and the set of parameters
E = { cheap, comfortable, beautiful, costly } = {e1, e2, e3, e4}. Now two Mr.X wants to buy a dress
among these three and his set of choice parameters is, A = {e1, e2, e3}. Suppose that, according to the
choice parameters of Mr.X, the interval-valued fuzzy soft set (F̄A, E) describing “the attractiveness of
the dresses ”according to Mr.X is given by,

(F̄A, E) = { cheap dresses = {d1/[.7, .9], d2/[.5, .7], d3/[.6, .8]},
comfortable dresses = {d1/[.6, .8], d2/[.8, 1], d3/[.5, .7]},
beautiful dresses = {d1/[.1, .3], d2/[.5, .7], d3/[.7, .9]}}

Now at first we solve this problem by Feng’s method and then by IV FSM -Algorithm.
By Feng’s Method:
For a neutral estimation of uncertain membership values we have the Neutral Reduct Fuzzy Soft set(NRFSs)
of (F̄A, E) in the tabular form as,

Table-4(a) : Tabular representation of the NRFSs of (F̄A, E)

e1 e2 e3

d1 0.8 0.7 0.2

d2 0.6 0.9 0.6

d3 0.7 0.6 0.8

Using Top Level Soft Set:

Table-4(b)

e1 e2 e3 choice value

d1 1 0 0 1

d2 0 1 0 1

d3 0 0 1 1

As the choice values of all the dresses are same, according to Feng’s method, Mr.X may select any one of
the three dresses d1, d2, d3. Using Mid Level Soft Set:

Table-4(c)

e1 e2 e3 choice value

d1 1 1 0 2

d2 0 1 1 2

d3 1 0 1 2

Here also the choice values of all the dresses be the same. Hence according to Feng’s method Mr.X
may select either d1 or, d2 or, d3.
By IV FSM-Algorithm:
The interval-valued fuzzy soft matrix associated with (F̄A, E) is,
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(āij) =




[0.7,0.9] [0.6,0.8] [0.1,0.3] [0, 0]

[0.5,0.7] [0.8,1] [0.5,0.7] [0, 0]

[0.6,0.8] [0.5,0.7] [0.7,0.9] [0, 0]




The choice matrix of Mr.X is,

eA




eA

[1,1] [1,1] [1,1] [0,0]

[1,1] [1,1] [1,1] [0,0]

[1,1] [1,1] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0]




The product IV FS-matrix is,

U




eA

[0.7,0.9] [0.6,0.8] [0.1,0.3] [0, 0]

[0.5,0.7] [0.8,1] [0.5,0.7] [0, 0]

[0.6,0.8] [0.5,0.7] [0.7,0.9] [0, 0]



⊗ eA




eA

[1,1] [1,1] [1,1] [0,0]

[1,1] [1,1] [1,1] [0,0]

[1,1] [1,1] [1,1] [0,0]

[0,0] [0,0] [0,0] [0,0]




= U




E

[0.7,0.9] [0.7,0.9] [0.7,0.9] [0, 0]

[0.8,1] [0.8,1] [0.8,1] [0, 0]

[0.7,0.9] [0.7,0.9] [0.7,0.9] [0, 0]




Now the weights of the dresses are,

(i) W (d1) = [(0.7 + 0.7 + 0.7 + 0), (0.9 + 0.9 + 0.9 + 0)] = [2.1, 2.7]
(ii) W (d2) = [(0.8 + 0.8 + 0.8 + 0), (1 + 1 + 1 + 0)] = [2.4, 3]
(iii) W (d3) = [(0.7 + 0.7 + 0.7 + 0), (0.9 + 0.9 + 0.9 + 0)] = [2.1, 2.7]

Now the scores for the dresses are,
(i) r1 = (−0.3 + 0) + (−0.3 + 0) = −0.6
(ii) r2 = (0.3 + 0.3) + (0.3 + 0.3) = 1.2
(iii)r3 = (−0.3 + 0) + (−0.3 + 0) = −0.6

Since the score r2 is maximum (1.2), Mr.X select the dress d2 which fulfill his choice parameters as
much as possible. From this example we can see that IV FSM-Algorithm is more deterministic
than Feng’s method as it can properly solve the problem by giving an unique result. Feng’s method
also may give this unique result but for obtaining this we have to find out the proper level to form the
level soft set by try and error method which is laborious.

6 Conclusion

In this paper first we have proposed the concept of IV FS-matrix and defined different types of
matrices in interval-valued fuzzy soft set theory. Then we have introduced some new operations on these
matrices and discussed all these definitions and operations by appropriate examples. Moreover we have
proven some theorems along with few properties on these matrices. At last the new efficient IV FSM -
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algorithm has been developed to solve interval-valued fuzzy soft set based real life group decision making
problems.
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Abstract: The main purpose of this paper is to introduce the concept of Neutrosophic Soft 
Matrix(NS-Matrix). We have proposed different types of NS-Matrix along with various operations on 
them. A new methodology, named as NSM -Algorithm based on some of these new matrix operations, 
has been developed to solve neutrosophic soft set based real life group decision making problems 
efficiently. Finally NSM-Algorithm has been applied to solve the problems of diagnosis of a disease 
from the myriad of symptoms as well as to evaluate the effectiveness of different habits of human being 
responsible for a disease from medical science. 

Keywords: Choice Matrix, Group Decision, Neutrosophic Soft Matrix(NS-Matrix), NSM -Algorithm 

1 Introduction 
The concept of fuzzy sets was introduced by Zadeh(1965). Since then the fuzzy sets and fuzzy logic have 
been applied in many real life problems in uncertain, ambiguous environment. The traditional fuzzy sets is 
characterized by the membership value or the grade of membership value. Some times it may be very 
difficult to assign the membership value for a fuzzy sets. Consequently the concept of interval valued 
fuzzy sets was proposed (Turksen 1986) to capture the uncertainty of grade of membership value. In some 
real life problems in expert system, belief system, information fusion and so on , we must consider the 
truth-membership as well as the falsity-membership for proper description of an object in uncertain, 
ambiguous environment. Neither the fuzzy sets nor the interval valued fuzzy sets is appropriate for such a 
situation. Intuitionistic fuzzy sets(IFS) introduced by Atanassov (1986) is appropriate for such a situation. 

But the intuitionistic fuzzy sets can only handle the incomplete information considering both the 
truth-membership ( or simply membership ) and falsity-membership ( or non-membership ) values. It does 
not handle the indeterminate and inconsistent information which exists in belief system. Smarandache 
(2005) introduced the concept of neutrosophic set(NS) which is a mathematical tool for handling problems 
involving imprecise, indeterminacy and inconsistent data. 
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In our regular everyday life we face situations which require procedures allowing certain flexibility 
in information processing capacity. Soft set theory (Molodtsov 1999; Maji et al. 2002, 2003) addressed 
those problems successfully. In their early work soft set was described purely as a mathematical method to 
model uncertainties. The researchers can pick any kind of parameters of any nature they wish in order to 
facilitate the decision making procedure as there is a varied way of picturing the objects. Maji et al.(2002, 
2003) have done further research on soft set theory. Presence of vagueness demanded Fuzzy Soft Set 
(FSS) (Maji et al. 2001; Basu et al. 2012) to come into picture. But satisfactory evaluation of membership 
values is not always possible because of the insufficiency in the available information ( besides the 
presence of vagueness ) situation. Evaluation of non-membership values is also not always possible for the 
same reason and as a result there exists an indeterministic part upon which hesitation survives. Certainly 
fuzzy soft set theory is not suitable to solve such problems. In those situations Intuitionistic Fuzzy Soft Set 
theory (IFSS)(Maji et al. 2001) may be more applicable. Now in the perlance of soft set theory there is 
hardly any limitation to select the nature of the criteria and as most of the parameters or criteria( which are 
words or sentences ) are neutrosophic in nature, Maji (2012, 2013) has been motivated to combine the 
concept of soft set and neutrosophic set to make the new mathematical model neutrosophic soft set and 
has given an algorithm to solve a decision making problem. But till now there does not exist any method 
for solving neutrosophic soft set based group decision making problem. 

Group Decision is the academic and professional field that aims to improve collective decision 
process by taking into account the needs and opinions of every group assisting groups or individuals 
within groups, as they interact and collaborate to reach a collective decision. 

Cagman and Enginoglu(2010) introduced a new soft set based decision making method which selects 
a set of optimum elements from the alternatives. In the same year, the same authors have proposed the 
definition of soft matrices which are representations of soft sets. This representation has several 
advantages. It is easy to store and manipulate matrices and hence the soft sets represented by them in a 
computer. Then Basu et al.(2012) have done further work on soft matrices. 

Since there does not exist any method for solving neutrosophic soft set based group decision making 
problem and soft matrices have been shown to be very efficient to solve group decision making problems 
we are motivated to introduce the concept of neutrosophic soft matrix and their various operations to solve 
neutrosophic soft set based group decision making problems.  

In this paper we have proposed the concept of neutrosophic soft matrix. Then we have defined 
different types of neutrosophic soft matrices with giving proper examples. Here we have also proposed the 
concept of choice matrix associated with a neutrosophic soft set. Moreover we have introduced some 
operations on neutrosophic soft matrices and choice matrices. Then based on some of these new matrix 
operations a new efficient solution procedure, named as NSM -Algorithm, has been developed to solve 
neutrosophic soft set based real life decision making problems which may contain more than one decision 
maker. The speciality of this new approach is that it may solve any neutrosophic soft set based decision 
making problem involving a large number of decision makers very easily and the computational procedure 
is also very simple. At last we have applied the NSM -Algorithm to solve some interesting problems of 
medical science. 
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2 Preliminaries 
Definition: (Molodtsov 1999)  

Let U  be an initial universe set and E  be a set of parameters. Let )(UP  denotes the power set 
of U . Let EA ⊆ . A pair ),( EFA  is called a soft set over U , where AF  is a mapping given by, 

)(: UPEFA →  such that φ=)(eFA  if Ae∈/ . 

Here AF  is called approximate function of the soft set ),( EFA . The set )(eFA  is called 
e-approximate value set which consists of related objects of the parameter Ee∈ . In other words, a soft 
set over U  is a parameterized family of subsets of the universe U . 

Definition (Smarandache 2005) 

A neutrosophic set A  on the universe of discourse X  is defined as 
( )0,1:,,},>:)(),(),(,{<= →∈ XFITwhereXxxFxIxTxA AAA  and 

+− ≤++≤ 3)()()(0 xFxIxT AAA ; FIT ,,  are called neutrosophic components.  

"Neutrosophic" etymologically comes from "neutro-sophy" (French neutre <  Latin neuter, neutral 
and Greek sophia, skill/wisdom) which means knowledge of neutral thought. 

From philosophical point of view, the neutrosophic set takes the value from real standard or 
non-standard subsets of ( )0,1 . The non-standard finite numbers δ++ 1=1 , where  1 is the standard 
part and δ  is the non-standard part and δ−− 0=0 , where 0  is its standard part and δ  is 
non-standard part. But in real life application in scientific and engineering problems it is difficult to use 
neutrosophic set with value from real standard or non-standard subset of ( )0,1 . Hence we consider the 
neutrosophic set which takes the value from the subset of [0,1] . 

 Any element neutrosophically belongs to any set, due to the percentages of 
truth/indeterminacy/falsity involved, which varies between 0  and 1 or even less than 0  or greater 
than 1. 

Thus .3)(0.5,0.2,0x  belongs to A  (which means, with a probability of 50  percent x  is in A , 
with a probability of 30  percent x  is not in A  and the rest is undecidable); or (0,0,1)y  belongs to 
A  (which normally means y  is not for sure in A ); or (0,1,0)z  belongs to A  (which means one 
does know absolutely nothing about z ’s affiliation with A ); here 1=0.30.20.5 ++ ; thus A  is a NS 
and an IFS too. 

The subsets representing the appurtenance, indeterminacy and falsity may overlap, say the element 

,0.28)(0.30,0.51z  and in this case 1>0.280.510.30 ++ ; then B is a NS but is not an IFS; we 
can call it paraconsistent set (from paraconsistent logic, which deals with paraconsistent information). 

Or, another example, say the element .4)(0.1,0.3,0z  belongs to the set C , and here 
1<0.40.30.1 ++ ; then B  is a NS but is not an IFS; we can call it intuitionistic set (from 

intuitionistic logic, which deals with incomplete information). 
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Remarkably, in a NS one can have elements which have paraconsistent information (sum of 
components 1> ), or, incomplete information (sum of components 1< ), or, consistent information (in 
the case when the sum of components 1= ). 

Definition (Maji 2012, 2013) 

Let U  be an initial universe set and E  be a set of parameters. Consider EA ⊆ . Let UN  
denotes the set of all neutrosophic sets of U . The collection ),( AF

(
 is termed to be the neutrosophic 

soft set over U , where F
(

 is a mapping given by UNAF →:
(

. 

For illustration we consider an example. 

Example 2.1 

Let U  be the set of houses under consideration and E  is the set of parameters. Each parameter is 
a neutrosophic word or sentence involving neutrosophic words. 

Consider {=E  beautiful, wooden, costly, very costly, moderate, green surroundings, in good 
repair, in bad repair, cheap, expensive } . In this case, to define a neutrosophic soft set means to point out 
beautiful houses, wooden houses, houses in the green surroundings and so on. Suppose that, there are five 
houses in the universe U  given by, },,,,{= 54321 hhhhhU  and the set of parameters 

,},,,{= 4321 eeeeA where 1e  stands for the parameter  beautiful, 2e  stands for the parameter  

wooden, 3e  stands for the parameter  costly and the parameter 4e  stands for  moderate. Suppose that, 

>,.3,0.6,0.2,0<>,.6,0.4,0.7,0<>,.3,0.5,0.6,0{<=)( 321 hhhbeautifulF >}.3,0.8,0.2,0<>,.2,0.7,0.3,0< 54 hh ,
>,.2,0.8,0.1,0<>,.3,0.7,0.4,0<>,.5,0.6,0.3,0{<=)( 321 hhhwoodenF >},.6,0.8,0.3,0<>,.3,0.7,0.1,0< 54 hh
>,.5,0.7,0.2,0<>,.2,0.6,0.7,0<>,.3,0.7,0.4,0{<=)( 321 hhhcostlyF >},.4,0.7,0.3,0<>,.6,0.5,0.2,0< 54 hh

>,.4,0.7,0.6,0<>,.6,0.7,0.9,0<>,.4,0.8,0.6,0{<=)( 321 hhhmoderateF >}..7,0.9,0.5,0<>,.6,0.7,0.8,0< 54 hh  

The neutrosophic soft set ( NSS ) ),( EF
(

 is a parameterized family 1,..,10}=);({ ieF i

(
 of all 

neutrosophic sets of U  and describes a collection of approximation of an object. The mapping F
(

 here 
is  houses(.), where dot(.) is to be filled up by a parameter Ee∈ . 

Therefore, )( 1eF
(

 means  houses(beautiful) whose functional-value is the neutrosophic set 

>,.2,0.7,0.3,0<>,.3,0.6,0.2,0<>,.6,0.4,0.7,0<>,.3,0.5,0.6,0{< 4321 hhhh >}.3,0.8,0.2,0< 5h . 
Thus we can view the neutrosophic soft set ( NSS ) ),( AF  as a collection of approximation as below:  

>,.3,0.6,0.2,0<>,.6,0.4,0.7,0<>,.3,0.5,0.6,0{<={=),( 321 hhhhousesbeautifulAF
(

 >,.5,0.6,0.3,0{<=>},.3,0.8,0.2,0<>,.2,0.7,0.3,0< 154 hhouseswoodenhh

 >},.6,0.8,0.3,0<>,.3,0.7,0.1,0<>,.2,0.8,0.1,0<>,.3,0.7,0.4,0< 5432 hhhh

 >,.5,0.7,0.2,0<>,.2,0.6,0.7,0<>,.3,0.7,0.4,0{<= 321 hhhhousescostly
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 >,.4,0.8,0.6,0{<=>},.4,0.7,0.3,0<>,.6,0.5,0.2,0< 154 hhousesmoderatehh

 >}}.7,0.9,0.5,0<>,.6,0.7,0.8,0<>,.4,0.7,0.6,0<>,.6,0.7,0.9,0< 5432 hhhh  

where each approximation has two parts: )(i  a predicate p , and )(ii  an approximate value-set v (or 
simply to be called value-set v  ).  

For example, for the approximation   

>}.3,0.8,0.2,0<
>,.2,0.7,0.3,0<>,.3,0.6,0.2,0<>,.6,0.4,0.7,0<>,.3,0.5,0.6,0{<=  

5

4321

h
hhhhhousesbeautiful

we have )(i  the predicate part  beautiful houses and )(ii  the approximate value-set is 
>}..3,0.8,0.2,0<>,.2,0.7,0.3,0<>,.3,0.6,0.2,0<>,.6,0.4,0.7,0<>,.3,0.5,0.6,0{< 54321 hhhhh  

Thus, a neutrosophic soft set ),( EF
(

 can be viewed as a collection of approximations like 

}=,...,=,={=),( 10102211 vpvpvpEF
(

. For the purpose of storing a neutrosophic soft set in a 
computer, we could represent it in the form of a table as shown below ( corresponding to the neutrosophic 
soft set in the above example ). In this table, the entries are ijc  corresponding to the house ih  and the 

parameter je  , where ijc  = ( true-membership value of ih , indeterminacy-membership value of 

ih , falsity-membership value of ih ) in )( jeF
(

. The tabular representation of the neutrosophic soft set 

),( AF
(

 is as follow:  

Table-I: Tabular representation of the NSS ),( AF
(

 

 beautiful   wooden  costly  moderate  

1h  (0.5, 0.6, 0.3 )  ( 0.6, 0.3, 0.5 ) ( 0.7, 0.4, 0.3 ) ( 0.8, 0.6, 0.4 )  

2h  ( 0.4, 0.7, 0.6 )  ( 0.7, 0.4, 0.3 ) ( 0.6, 0.7, 0.2 ) ( 0.7, 0.9, 0.6 )  

3h  ( 0.6, 0.2, 0.3 )  ( 0.8, 0.1, 0.2 ) ( 0.7, 0.2, 0.5 ) ( 0.7, 0.6, 0.4 )  

4h   ( 0.7, 0.3, 0.2 )  ( 0.7, 0.1, 0.3 ) ( 0.5, 0.2, 0.6 ) ( 0.7, 0.8, 0.6 )  

5h  ( 0.8, 0.2, 0.3 )  ( 0.8, 0.3, 0.6 ) ( 0.7, 0.3, 0.4 ) ( 0.9, 0.5, 0.7 ) 

 

Definition: (Cagman and Enginoglu 2010)  

Let ),( EFA  be a soft set over U . Then a subset of EU ×  is uniquely defined by  

 )}(,:),{(= eFuAeeuR AA ∈∈  

which is called a relation form of ),( EFA . Now the characteristic function of AR  is written by,  
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



∉
∈

→×
A

A

ARAR Reu
Reu

EU
),(0,
),(1,

={0,1},: χχ  

Let },........,,{= 21 muuuU , },........,,{= 21 neeeE , then AR  can be presented by a table as in the 
following form  

Table-II: Tabular representation of AR  of the soft set ),( EFA  

 
1e    2e    .........  

ne  

1u  ),( 11 eu
ARχ   ),( 21 eu

ARχ   ......... ),( 1 nAR euχ   

2u  ),( 12 eu
ARχ  ),( 22 eu

ARχ   ......... ),( 2 nAR euχ   

........  .........  .........  .........  .........   

mu  ),( 1eumARχ  ),( 2eumARχ   ......... ),( nmAR euχ   

 

 If ),(= jiARij eua χ , we can define a matrix 























×

mnmm

n

n

nmij

aaa

aaa
aaa

a
.......................

.............................................
.......................
.....................

=][

21

22221

11211

  

which is called a  soft matrix  of order nm×  corresponding to the soft set ),( EFA  over U . A 
soft set ),( EFA  is uniquely characterized by the matrix nmija ×][ . Therefore we shall identify any soft 
set with its soft matrix and use these two concepts as interchangeable. 

3 Some New Concepts of Matrices in Neutrosophic Soft Set Theory  
3.1 Definitions 

Neutrosophic Soft Matrix:  

Let ),( EFA

(
 be a neutrosophic soft set over U , where AF

(
 is a mapping given by, U

A NEF →:
(

 
such that φ=)(eFA

(
 if Ae∈/  where UN  is the set of all neutrosophic sets over U  and φ  is a null 

neutrosophic set. Then a subset of EU ×  is uniquely defined by  

 )}(,:),{(= eFuAeeuR AA

((
∈∈  
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 which is called a relation form of ),( EFA

(
. Now the relation AR

(
 is characterized by the 

truth-membership function [0,1],: →× EUTA  indeterminacy-membership function 
[0,1]: →× EUI A  and the falsity-membership function [0,1]: →× EUFA , where ),( euTA  is the 

true-membership value, ),( euI A  is the indeterminacy-membership value and ),( euFA  is the 
falsity-membership value of the object u  associated with the parameter e . 

Now if the set of universe }...,,.........,{= 21 muuuU  and the set of parameters 

},........,,{= 21 neeeE , then AR
(

 can be presented by a table as in the following form 

Table-III: Tabular representation of AR
(

 of the NSS ),( EFA

(
 

 
1e    2e    .........  

ne  

1u  ),,( 111111 AAA FIT   ),,( 121212 AAA FIT   ......... ),,( 111 nAnAnA FIT   

2u  ),,( 212121 AAA FIT  ),,( 222222 AAA FIT   ......... ),,( 222 nAnAnA FIT   

........  .........  .........  .........  .........   

mu  ),,( 111 AmAmAm FIT  ),,( 222 AmAmAm FIT  ......... ),,( AmnAmnAmn FIT   

 

 where )),(),,(),,((=),,( nmAnmAnmAAmnAmnAmn euFeuIeuTFIT  

If )),(),,(),,((= jiAjiAjiAij euFeuIeuTa , we can define a matrix 























×

mnmm

n

n

nmij

aaa

aaa
aaa

a
.......................

.............................................
.......................
.....................

=)(

21

22221

11211

(   

which is called an  neutrosophic soft matrix  of order nm×  corresponding to the neutrosophic 
soft set ),( EFA

(
 over U . A neutrosophic soft set ),( EFA

(
 is uniquely characterized by the matrix 

nmija ×)(( . Therefore we shall identify any neutrosophic soft set with its neutrosophic soft matrix and use 
these two concepts as interchangeable. 

Example 3.1  

Let U  be the set of five towns, given by, }.,,,,{= 54321 tttttU  

Let E  be the set of parameters ( each parameter is a neutrosophic word ), given by, 
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},,,,{=},,,,{= 54321 eeeeelessaveragemoderatelyimmenselyhighlyE (say) 

Let EA ⊂ , given by,  

},,,{= 5321 eeeeA  (say) 

Now suppose that, AF
(

 is a mapping, defined as  populated towns(.) and given by, 

)},/(.7,.3,.2),/(.6,.2,.3),/(.4,.5,.2),/(.8,.2,.1),/(.2,.3,.7{=)( 543211 ttttteFA

(

)},/(.6,.4,.3),/(.4,.3,.6),/(.3,.2,.6),/(.9,.4,.1/(0,0,1),{=)( 543212 ttttteFA

(

)},/(.3,.5,.7),/(.1,.4,.8),/(.8,.5,.2),/(.4,.2,.6),/(.3,.3,.5{=)( 543213 ttttteFA

(

)}/(.2,.4,.8),/(.3,.3,.5),/(.5,.2,.4),/(.1,.4,.8),/(.9,.5,.2{=)( 543215 ttttteFA

(

 

Then the Neutrosophic Soft Set  

 
)},/(.7,.3,.2),/(.6,.2,.3),/(.4,.5,.2),/(.8,.2,.1),/(.2,.3,.7{={=),( 54321 ttttttownpopulatedhighlyEFA

(

 )},/(.6,.4,.3),/(.4,.3,.6),/(.3,.2,.6),/(.9,.4,.1/(0,0,1),{= 54321 ttttttownpopulatedimmensely

 )},/(.3,.5,.7),/(.1,.4,.8),/(.8,.5,.2),/(.4,.2,.6),/(.3,.3,.5{= 54321 ttttttownpopulatedmoderately

 )}}/(.2,.4,.8),/(.3,.3,.5),/(.5,.2,.4),/(.1,.4,.8),/(.9,.5,.2{= 54321 ttttttownpopulatedless  

 Therefore the relation form of ),( EFA

(
 is written by, 

),)},/(.7,.3,.2),/(.6,.2,.3),/(.4,.5,.2),/(.8,.2,.1),/(.2,.3,.7{({= 154321 etttttRA

(

),)},/(.6,.4,.3),/(.4,.3,.6),/(.3,.2,.6),/(.9,.4,.1/(0,0,1),({ 254321 ettttt
),)},/(.3,.5,.7),/(.1,.4,.8),/(.8,.5,.2),/(.4,.2,.6),/(.3,.3,.5({ 354321 ettttt
)})},/(.2,.4,.8),/(.3,.3,.5),/(.5,.2,.4),/(.1,.4,.8),/(.9,.5,.2({ 554321 ettttt  

Hence the neutrosophic soft matrix )( ija(  is written by,  



























(.2,.4,.8)(0,0,1)(.3,.5,.7)(.6,.4,.3)(.7,.3,.2)
(.3,.3,.5)(0,0,1)(.1,.4,.8)(.4,.3,.6)(.6,.2,.3)
(.5,.2,.4)(0,0,1)(.8,.5,.2)(.3,.2,.6)(.4,.5,.2)
(.1,.4,.8)(0,0,1)(.4,.2,.6)(.9,.4,.1)(.8,.2,.1)
(.9,.5,.2)(0,0,1)(.3,.3,.5)(0,0,1)(.2,.3,.7)

=)( ija(  

Row-Neutrosophic Soft Matrix:  
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A neutrosophic soft matrix of order n×1  i.e., with a single row is called a row-neutrosophic soft 
matrix. Physically, a row-neutrosophic soft matrix formally corresponds to a neutrosophic soft set whose 
universal set contains only one object. 

Column-Neutrosophic Soft Matrix:  

A neutrosophic soft matrix of order 1×m  i.e., with a single column is called a 
column-neutrosophic soft matrix. Physically, a column-neutrosophic soft matrix formally corresponds 
to a neutrosophic soft set whose parameter set contains only one parameter. 

Square Neutrosophic Soft Matrix:  

A neutrosophic soft matrix of order nm×  is said to be a square neutrosophic soft matrix if 
nm =  ie., the number of rows and the number of columns are equal. That means a square-neutrosophic 

soft matrix is formally equal to a neutrosophic soft set having the same number of objects and parameters. 

Example 3.2  

Consider the example 3.1 

Here since the neutrosophic soft matrix )( ija(  contains five rows and five columns, so it is a 
square-neutrosophic soft matrix.  

Complement of a neutrosophic soft matrix:  

Let )( ija(  be an nm×  neutrosophic soft matrix, where jiFITa ijijijij ,),,(= ∀( . Then the 

complement of )( ija(  is denoted by o
ija )((  and is defined by, 

)(=)( ij
o

ij ca (( , where )( ijc(  is also a neutrosophic soft matrix of order nm×  and 

jiTIFc ijijijij ,),,(= ∀( . 

Example 3.3 

Consider the example 3.1 

Then the complement of )( ija(  is, 



























(.8,.4,.2)(1,0,0)(.7,.5,.3)(.3,.4,.6)(.2,.3,.7)
(.5,.3,.3)(1,0,0)(.8,.4,.1)(.6,.3,.4)(.3,.2,.6)
(.5,.3,.3)(1,0,0)(.2,.5,.8)(.6,.2,.3)(.2,.5,.4)
(.8,.4,.1)(1,0,0)(.6,.2,.4)(.1,.4,.9)(.1,.2,.8)
(.2,.5,.9)(1,0,0)(.5,.3,.3)(1,0,0)(.7,.3,.2)

=)( o
ija(  

  



© 2015 Academic Research Centre of Canada 

~ 10 ~ 

Null Neutrosophic Soft Matrix: 

A neutrosophic soft matrix of order nm×  is said to be a null neutrosophic soft matrix or zero 
neutrosophic soft matrix  if all of its elements are (0,0,1) . A null neutrosophic soft matrix is denoted 
by, Φ

(
. Now the neutrosophic soft set associated with a null neutrosophic soft matrix must be a null 

neutrosophic soft set. 

Complete or Absolute Neutrosophic Soft Matrix:  

A neutrosophic soft matrix of order nm×  is said to be a complete or absolute neutrosophic soft 
matrix if all of its elements are (1,0,0) . A complete or absolute neutrosophic soft matrix is denoted by, 

AC . Now the neutrosophic soft set associated with an absolute neutrosophic soft matrix must be an 
absolute neutrosophic soft set. 

Diagonal Neutrosophic Soft Matrix:  

A square neutrosophic soft matrix of order nm×  is said to be a diagonal-neutrosophic soft matrix 
if all of its non-diagonal elements are (0,0,1) . 

Choice Matrix:  

It is a square matrix whose rows and columns both indicate parameters(which are neutrosophic words 
or sentences involving neutrosophic words). If ξ

(
 is a choice matrix, then its element ijξ

(
 is defined as 

follows:  

 





choiceundernotbeparametersjoritheofoneatleastwheneiotherwise
makersdecisiontheofparameterschoicebothareparametersjandiwhen

thth

thth

ij ..,(0,0,1)
(1,0,0)

=ξ
(

  

There are different types of choice matrices according to the number of decision makers. We may 
realize this by the following example. 

Example 3.4 

Suppose that U  be a set of four shopping malls, say, },,,{= 4321 ssssU  

Let E  be a set of parameters, given by, 

},,,,{= cheaplocationgoodsaleassuredcultureworkexcellentcostlyE },,,,{= 54321 eeeee (say) 

Now let the neutrosophic soft set ),( AF
(

 describing  the quality of the shopping malls, is given by,  

 ),( EF
(

 0.1)},/(0.8,0.4,0.5),/(0.4,0.3,0.7),/(0.2,0.3,0.3),/(0.9,0.1,{={= 4321 ssssmallsshoppingcostly
0.5)},/(0.4,0.2,0.4),/(0.5,0.3,0.5),/(0.3,0.4,0.1),/(0.8,0.2,{=.... 4321 sssswrkcultureexclntwtshop

 0.1)},/(0.8,0.5,0.5),/(0.4,0.3,0.7),/(0.2,0.2,0.1),/(0.9,0.4,{=... 4321 sssssaleasrdwtshop
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 0.2)},/(0.8,0.1,0.5),/(0.4,0.3,0.1),/(0.9,0.6,0.3),/(0.7,0.3,{=.. 4321 sssslocationgoodwtshop

 0.7)}}/(0.2,0.4,0.3),/(0.5,0.2,0.1),/(0.7,0.3,0.8),/(0.1,0.4,{=. 4321 ssssshopcheap  

  Suppose Mr.Ram wants to buy a shopping mall on the basis of his choice parameters excellent 
work culture, assured sale and cheap which form a subset A  of the parameter set E . 

Therefore },,{= 532 eeeA  

Now the choice matrix of Mr.Ram is, 





























(1,0,0)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(1,0,0)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(1,0,0)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)

=)(

A

AAij

e

eξ
(

 

 Now suppose Mr.Ram and Mr.Shyam together wants to buy a shopping mall according to their 
choice parameters. Let the choice parameter set of Mr.Shyam be, },,,{= 4321 eeeeB   Then the 
combined choice matrix of Mr.Ram and Mr.Shyam is 





























(0,0,1)(1,0,0)(1,0,0)(1,0,0)(1,0,0)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(1,0,0)(1,0,0)(1,0,0)(1,0,0)
(0,0,1)(1,0,0)(1,0,0)(1,0,0)(1,0,0)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)

=)( ),(

B

ABAij

e

eξ
(

 

 [Here the entries (1,0,0)=ije(  indicates that ie  is a choice parameter of Mr.Ram and je  is a 

choice parameter of Mr.Shyam. Now (0,0,1)=ije(  indicates either ie  fails to be a choice parameter of 

Mr.Ram or je  fails to be a choice parameter of Mr.Shyam.] 

Again the above combined choice matrix of Mr.Ram and Mr.Shyam may be also presented in its 
transpose form as, 
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



























(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(1,0,0)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(1,0,0)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(1,0,0)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(1,0,0)(0,0,1)(1,0,0)(1,0,0)(0,0,1)

=)( ),(

A

BABij

e

eξ
(

 

 Now let us see the form of the combined choice matrix associated with three decision makers. 
Suppose that Mr.Kartik is willing to buy a shopping mall together with Mr.Ram and Mr.Shyam on the 
basis of his choice parameters excellent work culture, assured sale and good location which form a subset 
C  of the parameter set E . 

Therefore },,{= 432 eeeC  

Then the combined choice matrix of Mr.Ram, Mr.Shyam and Mr.Kartik will be of three 
different types which are as follows, 

(i) 



























 ∧

∧

(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)

=)(

)(

),(

BA

CBACij

e

eξ
(

 

 [ Since the set of common choice parameters of Mr.Ram and Mr.Shyam is, },{= 32 eeBA ∧ . Here 

the entries (1,0,0)=ije(  indicates that ie  is a choice parameter of Mr.Kartik and je  is a common 

choice parameter of Mr.Ram and Mr.Shyam. Now (0,0,1)=ije(  indicates either ie  fails to be a choice 

parameter of Mr.Kartik or je  fails to be a common choice parameter of Mr.Ram and Mr.Shyam.]  
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(ii) 

}],,{=[

(0,0,1)(1,0,0)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(1,0,0)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(1,0,0)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)

=)( 432

)(

),( eeeCBSince

e

e

CB

ACBAij ∧



























 ∧

∧ξ
(

 

 (iii) 

}],{=[

(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(0,0,1)(1,0,0)(1,0,0)(0,0,1)
(0,0,1)(0,0,1)(1,0,0)(1,0,0)(0,0,1)

=)( 32

)(

),( eeACSince

e

e

AC

BACBij ∧



























 ∧

∧ξ
(

 

Symmetric Neutrosophic Soft Matrix:  

A square neutrosophic soft matrix A
(

 of order nn×  is said to be a symmetric neutrosophic soft 
matrix, if its transpose be equal to it, i.e., if AAT ((

= . Hence the neutrosophic soft matrix )( ija(  is 

symmetric, if .,,= jiaa jiij ∀((   

Therefore if )( ija(  be a symmetric neutrosophic soft matrix then the neutrosophic soft sets 

associated with )( ija(  and T
ija )( (  both be the same. 

3.2 Operations 

Transpose of a Square Neutrosophic Soft Matrix:  

The transpose of a square neutrosophic soft matrix )( ija(  of order nm×  is another square 

neutrosophic soft matrix of order mn×  obtained from )( ija(  by interchanging its rows and columns. It 

is denoted by T
ija )( ( . Therefore the neutrosophic soft set associated with T

ija )( (  becomes a new 
neutrosophic soft set over the same universe and over the same set of parameters. 

Example 3.5  

Consider the example 3.1. Here ),( EFA

(
 be a neutrosophic soft set over the universe U  and over the 

set of parameters E , given by,  
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)},/(.7,.3,.2),/(.6,.2,.3),/(.4,.5,.2),/(.8,.2,.1),/(.2,.3,.7{={=),( 54321 ttttttownpopulatedhighlyEFA

(

 )},/(.6,.4,.3),/(.4,.3,.6),/(.3,.2,.6),/(.9,.4,.1/(0,0,1),{= 54321 ttttttownpopulatedimmensely

 )},/(.3,.5,.7),/(.1,.4,.8),/(.8,.5,.2),/(.4,.2,.6),/(.3,.3,.5{= 54321 ttttttownpopulatedmoderately

 )}}/(.2,.4,.8),/(.3,.3,.5),/(.5,.2,.4),/(.1,.4,.8),/(.9,.5,.2{= 54321 ttttttownpopulatedless  

 whose associated neutrosophic soft matrix is, 



























(.2,.4,.8)(0,0,1)(.3,.5,.7)(.6,.4,.3)(.7,.3,.2)
(.3,.3,.5)(0,0,1)(.1,.4,.8)(.4,.3,.6)(.6,.2,.3)
(.5,.2,.4)(0,0,1)(.8,.5,.2)(.3,.2,.6)(.4,.5,.2)
(.1,.4,.8)(0,0,1)(.4,.2,.6)(.9,.4,.1)(.8,.2,.1)
(.9,.5,.2)(0,0,1)(.3,.3,.5)(0,0,1)(.2,.3,.7)

=)( ija(  

 Now its transpose neutrosophic soft matrix is, 



























(.2,.4,.8)(.3,.3,.5)(.5,.2,.4)(.1,.4,.8)(.9,.5,.2)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)(0,0,1)

(.3,.5,.7)(.1,.4,.8)(.8,.5,.2)(.4,.2,.6)(.3,.3,.5)
(.6,.4,.3)(.4,.3,.6)(.3,.2,.6)(.9,.4,.1)(0,0,1)
(.7,.3,.2)(.6,.2,.3)(.4,.5,.2)(.8,.2,.1)(.2,.3,.7)

=)( T
ija(  

 Therefore the neutrosophic soft set associated with T
ija )( (  is,  

 ),( EGB

(
 )},/(.9,.5,.2/(0,0,1),),/(.3,.3,.5/(0,0,1),),/(.2,.3,.7{={= 54321 ttttttownpopulatedhighly

 )},/(.1,.4,.8/(0,0,1),),/(.4,.2,.6),/(.9,.4,.1),/(.8,.2,.1{= 54321 ttttttownpopulatedimmensely
 )},/(.5,.2,.4/(0,0,1),),/(.8,.5,.2),/(.3,.2,.6),/(.4,.5,.2{= 54321 ttttttownpopulatedmoderately
 )},/(.3,.3,.5/(0,0,1),),/(.1,.4,.8),/(.4,.3,.6),/(.6,.2,.3{= 54321 ttttttownpopulatedaverage

 )}}/(.2,.4,.8/(0,0,1),),/(.3,.5,.7),/(.6,.4,.3),/(.7,.3,.2{= 54321 ttttttownpopulatedless  

where B = { highly, immensely, moderately, average, less } E⊆  and BG  is a mapping from B  to 
UN . 

Addition of Neutrosophic Soft Matrices:  

Two neutrosophic soft matrices A
(

 and B
(

 are said to be conformable for addition, if they be of the 
same order. The addition of two neutrosophic soft matrices )( ija(  and )( ijb

(
 of order nm×  is defined 

by, 
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)(=)()( ijijij cba ((( ⊕ , where )( ijc(  is also an nm×  neutrosophic soft matrix and 

jiFFmin
II

TTmaxc
ijbija

ijbija

ijbijaij ,}),{,
2

},,{(= ∀
+

((

((

((
( . 

Example 3.6 

Consider the neutrosophic soft matrix of example 3.1,  



























(.2,.4,.8)(0,0,1)(.3,.5,.7)(.6,.4,.3)(.7,.3,.2)
(.3,.3,.5)(0,0,1)(.1,.4,.8)(.4,.3,.6)(.6,.2,.3)
(.5,.2,.4)(0,0,1)(.8,.5,.2)(.3,.2,.6)(.4,.5,.2)
(.1,.4,.8)(0,0,1)(.4,.2,.6)(.9,.4,.1)(.8,.2,.1)
(.9,.5,.2)(0,0,1)(.3,.3,.5)(0,0,1)(.2,.3,.7)

=)( ija(    

Now consider another neutrosophic soft matrix )( ijb
(

 associated with the neutrosophic soft set 

),( EGB

(
 ( also describing  the pollution of the cities ) over the same universe U . 

 Let EeeeB ⊂},,{= 541  and  

 
)},/(.6,.4,.2),/(.7,.3,.2),/(.4,.4,.5),/(.9,.3,.1),/(.3,.5,.7{={=),( 54321 ttttttownpopulatedhighlyBG

(

 )},/(.3,.4,.6),/(.2,.6,.8),/(.7,.2,.1),/(.3,.5,.7),/(.2,.4,.7{= 54321 ttttttownpopulatedaverage

 )}}/(.2,.4,.6),/(.3,.2,.5),/(.6,.5,.4),/(.2,.4,.7),/(.8,.3,.1{= 54321 ttttttownpopulatedless  

and then the relation form of ),( EGB

(
 is written by, 

),)},/(.6,.4,.2),/(.7,.3,.2),/(.4,.4,.5),/(.9,.3,.1),/(.3,.5,.7{({= 154321 etttttRB

(

),)},/(.3,.4,.6),/(.2,.6,.8),/(.7,.2,.1),/(.3,.5,.7),/(.2,.4,.7({ 254321 ettttt
)})},/(.2,.4,.6),/(.3,.2,.5),/(.6,.5,.4),/(.2,.4,.7),/(.8,.3,.1({ 554321 ettttt  

Hence the neutrosophic soft matrix )( ijb
(

 is written by, 



























(.2,.4,.6)(.3,.4,.6)(0,0,1)(0,0,1)(.6,.4,.2)
(.3,.2,.5)(.2,.6,.8)(0,0,1)(0,0,1)(.7,.3,.2)
(.6,.5,.4)(.7,.2,.1)(0,0,1)(0,0,1)(.4,.4,.5)
(.2,.4,.7)(.3,.5,.7)(0,0,1)(0,0,1)(.9,.3,.1)
(.8,.3,.1)(.2,.4,.7)(0,0,1)(0,0,1)(.3,.5,.7)

=)( ijb
(
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Therefore the sum of the neutrosophic soft matrices )( ija(  and )( ijb
(

 is, 



























⊕

.6)(0.2,0.4,0.6)(0.3,0.2,0.7)(0.3,.25,0.3)(0.6,0.2,00.2)(0.7,0.35,
0.5)(0.3,0.25,.8)(0.2,0.3,0.8)(0.1,0.2,00.6)(0.4,0.15,0.2)(0.7,0.25,
0.4)(0.6,0.35,.1)(0.7,0.1,00.1)(0.8,0.25,.6)(0.3,0.1,00.2)(0.4,0.45,
.7)(0.2,0.4,0.7)(0.3,.25,0.6)(0.4,0.1,0.1)(0.9,0.2,00.1)(0.9,0.25,
.1)(0.9,0.4,0.7)(0.2,0.2,00.5)(0.3,0.15,(0,0,1).7)(0.3,0.4,0

=)()( ijij ba
((  

Subtraction of Neutrosophic Soft Matrices:  

Two neutrosophic soft matrices A
(

 and B
(

 are said to be conformable for subtraction, if they be of the 
same order. For any two neutrosophic soft matrices )( ija(  and )( ijb

(
 of order nm× , the subtraction of 

)( ijb
(

 from )( ija(  is defined as, 

)(=)()( ijijij cba ((( ! , where )( ijc(  is also an nm×  neutrosophic soft matrix and 

jiFFmax
II

TTminc o
ijbija

ijbija

o
ijbijaij ,}),{,

2
},,{(= ∀

+
((

((

((
(  where )( o

ijb
(

 is the complement of )( ijb
(

  

Example 3.7 

Consider the neutrosophic soft matrices )( ija(  and )( ijb
(

 of example 3.6. Now, 

 



























(.2,.4,.8)(0,0,1)(.3,.5,.7)(.6,.4,.3)(.7,.3,.2)
(.3,.3,.5)(0,0,1)(.1,.4,.8)(.4,.3,.6)(.6,.2,.3)
(.5,.2,.4)(0,0,1)(.8,.5,.2)(.3,.2,.6)(.4,.5,.2)
(.1,.4,.8)(0,0,1)(.4,.2,.6)(.9,.4,.1)(.8,.2,.1)
(.9,.5,.2)(0,0,1)(.3,.3,.5)(0,0,1)(.2,.3,.7)

=)( ija(  and  

 


























(.6,.4,.2)(.6,.4,.3)(1,0,0)(1,0,0)(.2,.4,.6)
(.5,.2,.3)(.8,.6,.2)(1,0,0)(1,0,0)(.2,.3,.7)
(.4,.5,.6)(.1,.2,.7)(1,0,0)(1,0,0)(.5,.4,.4)
(.7,.4,.2)(.7,.5,.3)(1,0,0)(1,0,0)(.1,.3,.9)
(.1,.3,.8)(.7,.4,.2)(1,0,0)(1,0,0)(.7,.5,.3)

=)( o
ijb
(

 



Computer Communication & Collaboration (2015) Vol. 3, Issue 1: 1-31 

~ 17 ~ 

Therefore the subtraction of the neutrosophic soft matrix )( ijb
(

 from the neutrosophic soft matrix 

)( ija(  is, 

 


























(.2,.4,.8)(0,0.2,1)7)(0.3,.25,.)(0.6,.2,.3)(.2,.35,.6
)(.3,.25,.5(0,0.3,1))(0.1,.2,.86)(0.4,.15,.)(.2,.25,.7
)(.4,.35,.6(0,.1,1)2)(0.8,.25,.)(0.3,.1,.6)(.4,.45,.4

(.1,.4,.8)(0,.25,1))(0.4,.1,.6)(0.9,.2,.1)(.1,.25,.9
(.1,.4,.8)(0,0.2,1)5)(0.3,.15,.(0,0,1)(.2,.4,.7)

=)()( ijij ba
(( !

 

Product of a Neutrosophic Soft Matrix with a Choice Matrix:  

Let U  be the set of universe and E  be the set of parameters. Suppose that A
(

 be any 
neutrosophic soft matrix and β

(
 be any choice matrix of a decision maker concerned with the same 

universe U  and E . Now if the number of columns of the neutrosophic soft matrix A
(

 be equal to the 
number of rows of the choice matrix β

(
, then A

(
 and β

(
 are said to be conformable for the product (

β
((

⊗A ) and the product ( β
((

⊗A ) becomes a neutrosophic soft matrix. We may denote the product by 

β
((

⊗A  or simply by β
((

A . 

If nmijaA ×)(= ((
 and pnjk ×)(= ββ

((
, then  )(= ikcA (((

β  

where }),{},,{},,{(= 1=1=1= jkija
n
jjkija

n
jjkija

n
jik FFmaxminIIaverageaverageTTminmaxc βββ

((((((
(

 

It is to be noted that, A
((

β  cannot be defined here. 

Example 3.8 

Let U  be the set of four dresses, given by, }.,,,{= 4321 ddddU  Let E  be the set of parameters, 
given by, },,,{=},,,{= 4321 eeeegorgeousecomfortablbeautifulcheapE (say). Suppose that the set 
of choice parameters of Mr.X be, },{= 31 eeA . Now let according to the choice parameters of Mr.X, we 

have the neutrosophic soft set ),( AF
(

 which describes  the attractiveness of the dresses and the 
neutrosophic soft matrix of the neutrosophic soft set ),( AF

(
 be,  























.7)(0.2,0.3,0.1)(0.9,0.6,0.8)(0.1,0.5,0.4)(0.5,0.2,0

.2)(0.6,0.4,0.3)(0.5,0.1,0.5)(0.4,0.2,0.2)(0.7,0.3,0

.1)(0.8,0.5,0.6)(0.4,0.2,0.1)(0.7,0.3,0.6)(0.3,0.4,0

.5)(0.3,0.1,0.2)(0.7,0.2,0.7)(0.2,0.3,0.1)(0.8,0.4,0

=)( ija(  
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Again the choice matrix of Mr.X is, 



























(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(1,0,0)(0,0,1)(1,0,0)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(1,0,0)(0,0,1)(1,0,0)

=)(

A

AAij

e

eξ
(

 

Since the number of columns of the neutrosophic soft matrix )( ija(  is equal to the number of rows of the 

choice matrix Aij )(ξ
(

, they are conformable for the product. Therefore 























⊗























(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(1,0,0)(0,0,1)(1,0,0)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(1,0,0)(0,0,1)(1,0,0)

.7)(0.2,0.3,0.1)(0.9,0.6,0.8)(0.1,0.5,0.4)(0.5,0.2,0

.2)(0.6,0.4,0.3)(0.5,0.1,0.5)(0.4,0.2,0.2)(0.7,0.3,0

.1)(0.8,0.5,0.6)(0.4,0.2,0.1)(0.7,0.3,0.6)(0.3,0.4,0

.5)(0.3,0.1,0.2)(0.7,0.2,0.7)(0.2,0.3,0.1)(0.8,0.4,0

 























.0)(0.0,0.2,1.1)(0.9,0.2,0.0)(0.0,0.2,1.1)(0.9,0.2,0
5,1.0)(0.0,0.2375,0.2)(0.7,0.2375,1.0)(0.0,0.2375,0.2)(0.7,0.237
,1.0)(0.0,0.175,0.6)(0.4,0.175,1.0)(0.0,0.175,0.6)(0.4,0.175
5,1.0)(0.0,0.2375,0.1)(0.8,0.2375,1.0)(0.0,0.2375,0.1)(0.8,0.237

=  

3.3 Properties 

Let A
(

 and B
(

 be two neutrosophic soft matrices of order nm× . Then 

(i) ABBA
((((

⊕⊕ =  

(ii) )(=)( CBACBA
((((((

⊕⊕⊕⊕  

(iii) ABBA
((((

!! ≠  

(iv) )()( CBACBA
((((((

!!!! ≠  

(v) A
o CAA ≠⊕

((
 

(vi) Φ≠
(((

AA!  
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Proof:  The proofs of (i)-(vi) are directly obtained from the definitions of  addition, subtraction and 
complement. 

3.4 Theorems 

Theorem 1:  If A  be a square neutrosophic soft matrix of order nn× , then AA TT =)(  

Proof:  Let nnijaA ×)(= ( . 

Then by definition, nnji
T

jiijnnij
T aAiejiabwherebA ×× ∀ )(=.,.,=)(= ((

. 

Therefore AaAieacwherecA nnij
TT

ijijnnij
TT =)(=)(.,=)(=)( ××

((  (Proved) 

Theorem 2:  If A  and B  be two square neutrosophic soft matrices of order nn× , then
TTT BABA ⊕⊕ =)(  

Proof:  Let nnijaA ×)(= (  and nnijbB ×)(=
(

. Then  nnij
TT cCwhereCBASHL ×⊕ )(==)(=.. (  

 jiFFmin
II

TTmaxcwherec
jibjia

jibjia

jibjiajinnji ,}),{,
2

},,{(=)(= ∀
+

×
(  

 and  

 nnjinnji
TT baBASHR ×× ⊕⊕ )()(==..

((

 jiFFmin
II

TTmaxdwhered
jibjia

jibjia

jibjiajinnji ,}),{,
2

},,{(=)(= ∀
+

×

(
 SHLCT ..==  

Hence TTT BABA ⊕⊕ =)(  (Proved)  

Theorem 3:  If A  be a square neutrosophic soft matrix of order nn× , then )( TAA ⊕  is symmetric. 

Proof:  Let nnijaA ×)(= ( . 

Then by definition, nnji
T aA ×)(= ( . Now  

 nnjinnij
T aaAA ×× ⊕⊕ )()(= ((  

 .,}),{,
2

},,{(=)(= jiFFmin
II

TTmaxcwherec
jiaija

jiaija

jiaijaijnnij ∀
+

×
(  

Now jicFFmin
II

TTmaxc ijijajia
ijajia

ijajiaji ,=}),{,
2

},,{(= ∀
+
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Therefore nnijc ×)((  ie., )( TAA ⊕  is symmetric. (Proved) 

Theorem 4:  

If A  and B  be two square neutrosophic soft matrices of order nn×  and if A and B be symmetric, 
then BA⊕  is symmetric. 

Proof:  Since A and B be symmetric,  

AAT =  and BBT =  

Therefore BABA TT ⊕⊕ =  

Thus from Theorem 2  we have, 

BABABA TTT ⊕⊕⊕ ==)(  

Hence BA⊕  is symmetric. (Proved) 

4 A Generalized Neutrosophic Soft Set Based Group Decision Making 
Problem 

Let N  number of decision makers want to select an object jointly from the m  number of objects 
which have n  number of features i.e., parameters( E ). Suppose that each decision maker has freedom to 
take his decision of inclusion and evaluation of parameters associated with the selected object, i.e., each 
decision maker has his own choice parameters belonging to the parameter set E  and has his own view of 
evaluation. Here it is assumed that the parameter evaluation of the objects by the decision makers must be 
neutrosophic and may be presented in linguistic form or neutrosophic soft set format, alternatively, in the 
form of neutrosophic soft matrix. Now the problem is to find out the object out of these m  objects which 
satisfies all the choice parameters of all decision makers jointly as much as possible. 

5 A New Approach to Solve Neutrosophic Soft Set Based Group 
Decision Making Problems 

This new approach is specially based on choice matrices. These choice matrices represent the choice 
parameters of the decision makers and also help us to solve the neutrosophic soft set (or neutrosophic soft 
matrix) based decision making problems with least computational complexity. 

The Stepwise Solving Procedure:  To solve such type of neutrosophic soft set (or neutrosophic soft 
matrix) based decision making problems, we are presenting the following stepwise procedure which 
comprises of the newly proposed choice matrices, neutrosophic soft matrices and the operations on them. 

NSM -Algorithm  

Step 1: If the parameter evaluation of the objects by the decision makers are not given in neutrosophic 
soft matrix form, then first construct the neutrosophic soft matrices according to the given evaluations. 
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Step 2: Construct the combined choice matrix with respect to the choice parameters of the decision 
makers. 

Step 3: Compute the product neutrosophic soft matrices by multiplying each given neutrosophic soft 
matrix with the combined choice matrix as per the rule of multiplication of neutrosophic soft matrices. 

Step 4: Compute the sum of these product neutrosophic soft matrices to have the resultant neutrosophic 
soft matrix( NSR ). 

Step 5: Then compute the weight of each object( iO ) by adding the true-membership values of the entries 
of its concerned row(i-th row) of NSR  and denote it as )( iOW . 

Step 6: The object having the highest weight becomes the optimal choice object. If more than one object 
have the highest weight then go to the next step. 

Step 7: Now we have to consider the  sum of the falsity-membership values ( Θ ) of the entries of the 
rows associated with those equal weighted objects. The object with the minimum Θ -value will be the 
optimal choice object. Now if the Θ -values of those objects also be the same, then go to the next step. 

Step 8: Now consider the  sum of the indeterminacy values ( Ψ ) of the entries of the rows associated 
with those equal Θ -valued objects. Now if the Ψ -values of those objects also be the same, any one of 
them may be chosen as the optimal choice object. 

 To illustrate the basic idea of the NSM -algorithm, now we apply it to the following neutrosophic 
soft set (or, neutrosophic soft matrix) based decision making problems. 

Example 5.1:  Let U  be the set of four story books, given by, }.,,,{= 4321 bbbbU  Let E  be the set 
of parameters, given by, },,,{=},,,{= 4321 eeeehorrorcomicthrillerromanticE (say). Suppose that, 
three sisters Shayana, Dayana and Nayna together want to buy a story book among these four books for 
their youngest brother Ohm according to their choice parameters, },{=},,{=},,{= 413231 eeReeQeeP  
respectively. Now let according to the choice parameter evaluation of the books by Shayana, Dayana and 
Nayna, we have the neutrosophic soft sets ),( EFP

(
, ),( EGQ

(
, ),( EH R

(
 which describe  the nature of 

the books  according to Shayana, Dayana and Nayna respectively and given by,  

 
.7)},/(0.2,03,00.1),/(0.7,0.4,0.5),/(0.3,0.2,0.1),/(0.9,0.6,{={=),( 4321 bbbbbooksromanticEFA

(

 0.7)}}/(0.2,0.3,0.5),/(0.3,0.2,0.3),/(0.6,0.4,/(1,0,0),{= 4321 bbbbbookscomic  

 
 0.5)},/(0.3,0.2,0.2),/(0.5,0.1,0.1),/(0.8,0.6,0.6),/(0.4,0.3,{={=),( 4321 bbbbbooksthrillerEGB

(

 0.8)}}/(0.2,0.3,0.5),/(0.4,0.2,0.2),/(0.6,0.3,0.1),/(0.8,0.5,{= 4321 bbbbbookscomic  

 
0.5)},/(0.3,0.4,0.3),/(0.6,0.1,0.5),/(0.4,0.2,0.1),/(0.9,0.6,{={=),( 4321 bbbbbooksromanticEHC

(

 0)}}/(0.9,0.2,0.2),/(0.6,0.4,0.5),/(0.3,0.1,0.7),/(0.2,0.3,{= 4321 bbbbbookshorror  
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 The problem is to select the story book among the four books which satisfies the choice 
parameters of Shayana, Dayana and Nayna as much as possible. 

 Now let us apply our newly proposed NSM -algorithm to solve this problem. 

(1) The neutrosophic soft matrices of the neutrosophic soft sets ),(),,( EGEF QP

((
 and ),( EH R

(
 are 

respectively,  























(0,0,1).7)(0.2,0.3,0(0,0,1).7)(0.2,0.3,0
(0,0,1).5)(0.3,0.2,0(0,0,1).1)(0.7,0.4,0
(0,0,1).3)(0.6,0.4,0(0,0,1).5)(0.3,0.2,0
(0,0,1)(1,0,0)(0,0,1).1)(0.9,0.6,0

=)( ijp( , 























(0,0,1).8)(0.2,0.3,0.5)(0.3,0.2,0(0,0,1)
(0,0,1).5)(0.4,0.2,0.2)(0.5,0.1,0(0,0,1)
(0,0,1).2)(0.6,0.3,0.1)(0.8,0.6,0(0,0,1)
(0,0,1).1)(0.8,0.5,0.6)(0.4,0.3,0(0,0,1)

=)( ikq( , 























)(0.9,0.2,0(0,0,1)(0,0,1).5)(0.3,0.4,0
.2)(0.6,0.4,0(0,0,1)(0,0,1).3)(0.6,0.1,0
.5)(0.3,0.1,0(0,0,1)(0,0,1).5)(0.4,0.2,0
.7)(0.2,0.3,0(0,0,1)(0,0,1).1)(0.9,0.6,0

=)( ilr(  

 (2) The combined choice matrices of Shayana, Dayana and Nayna in different forms are, 

Pe  

























 ∧

(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)

RQe

 [ Since }],{=,= 31 eePRQ φ∧  
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Qe  

























 ∧

(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(1,0,0)
(0,0,01)(0,0,1)(0,0,1)(1,0,0)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)

PRe

 [ Since }],{=},{= 321 eeQePR ∧  

Re  

























 ∧

(0,0,1)(1,0,0)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(1,0,0)(0,0,1)(0,0,1)

QPe

 [ Since }],{=},{= 413 eeReQP ∧  

(3) Corresponding product neutrosophic soft matrices are, 



























(0,0,1).7)(0.2,0.3,0(0,0,1).7)(0.2,0.3,0
(0,0,1).5)(0.3,0.2,0(0,0,1).1)(0.7,0.4,0
(0,0,1).3)(0.6,0.4,0(0,0,1).5)(0.3,0.2,0
(0,0,1)(1,0,0)(0,0,1).1)(0.9,0.6,0

P

P

e

U   ⊗   

























 ∧

(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)

RQ

P

e

e























(0,0.75,1)(0,0.75,1)(0,0.75,1)(0,0.75,1)
(0,0.75,1)(0,0.75,1)(0,0.75,1)(0,0.75,1)
(0,0.75,1)(0,0.75,1)(0,0.75,1)(0,0.75,1)
(0,0.75,1)(0,0.75,1)(0,0.75,1)(0,0.75,1)

=  



























(0,0,1).8)(0.2,0.3,0.5)(0.3,0.2,0(0,0,1)
(0,0,1).5)(0.4,0.2,0.2)(0.5,0.1,0(0,0,1)
(0,0,1).2)(0.6,0.3,0.1)(0.8,0.6,0(0,0,1)
(0,0,1).1)(0.8,0.5,0.6)(0.4,0.3,0(0,0,1)

Q

Q

e

U

  ⊗  
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























 ∧

(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(1,0,0)
(0,0,01)(0,0,1)(0,0,1)(1,0,0)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)

PR

Q

e

e

 























)(0,0.625,1)(0,0.625,1)(0,0.625,1,0.5)(0.3,0.625
)(0,0.375,1)(0,0.375,1)(0,0.375,1,0.2)(0.5,0.375
1)(0,0.1125,1)(0,0.1125,1)(0,0.1125,5,0.1)(0.8,0.112

(0,0.1,1)(0,0.1,1)(0,0.1,1).1)(0.8,0.1,0

=  

 


























)(0.9,0.2,0(0,0,1)(0,0,1).5)(0.3,0.4,0
.2)(0.6,0.4,0(0,0,1)(0,0,1).3)(0.6,0.1,0
.5)(0.3,0.1,0(0,0,1)(0,0,1).5)(0.4,0.2,0
.7)(0.2,0.3,0(0,0,1)(0,0,1).1)(0.9,0.6,0

R

R

e

U

  ⊗   

























 ∧

(0,0,1)(1,0,0)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(0,0,1)(1,0,0)(0,0,1)(0,0,1)

QP

R

e

e























(0,0.15,1)0)(0.9,0.15,(0,0.15,1)(0,0.15,1)
)(0,0.625,1,0.2)(0.6,0.625)(0,0.625,1)(0,0.625,1
)(0,0.375,1,0.5)(0.4,0.375)(0,0.375,1)(0,0.375,1
1)(0,0.1125,5,0.1)(0.9,0.1121)(0,0.1125,1)(0,0.1125,

=

 

 [ As per the rule of multiplication of neutrosophic soft matrices. ] 

 (4) The sum of these product neutrosophic soft matrices is, 























(0,0.75,1)(0,0.75,1)(0,0.75,1)(0,0.75,1)
(0,0.75,1)(0,0.75,1)(0,0.75,1)(0,0.75,1)
(0,0.75,1)(0,0.75,1)(0,0.75,1)(0,0.75,1)
(0,0.75,1)(0,0.75,1)(0,0.75,1)(0,0.75,1)
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





















⊕
)(0,0.625,1)(0,0.625,1)(0,0.625,1,0.5)(0.3,0.625
)(0,0.375,1)(0,0.375,1)(0,0.375,1,0.2)(0.5,0.375
1)(0,0.1125,1)(0,0.1125,1)(0,0.1125,5,0.1)(0.8,0.112

(0,0.1,1)(0,0.1,1)(0,0.1,1).1)(0.8,0.1,0

 























⊕
(0,0.15,1)0)(0.9,0.15,(0,0.15,1)(0,0.15,1)

)(0,0.625,1,0.2)(0.6,0.625)(0,0.625,1)(0,0.625,1
)(0,0.375,1,0.5)(0.4,0.375)(0,0.375,1)(0,0.375,1
1)(0,0.1125,5,0.1)(0.9,0.1121)(0,0.1125,1)(0,0.1125,

 

NSR=
1)(0,0.5083,3,0)(0.9,0.5081)(0,0.5083,3,0.5)(0.3,0.508
1)(0,0.5833,3,0.2)(0.6,0.5831)(0,0.5833,3,0.2)(0.5,0.583
1)(0,0.4125,5,0.5)(0.4,0.4121)(0,0.4125,5,0.1)(0.8,0.412
,1)(0,0.3208383,0.1)(0.9,0.320,1)(0,0.3208383,0.1)(0.8,0.320

=























 

 (5) Now the weights of the story books are,   

    • 1.7=00.900.8=)( 1 +++bW   

    • 1.2=00.400.8=)( 2 +++bW   

    • 1.1=00.600.5=)( 3 +++bW   

    • 1.2=00.900.3=)( 4 +++bW   

 (6) The story book associated with the first row of the resultant neutrosophic soft matrix( NSR ) has 
the highest weight 1.7)=)(( 1dW , therefore 1b  be the optimal choice book. Hence Shayana, Dayana and 
Nayna will buy the story book 1b  for their youngest brother according to their choice parameters. 

6 Applications in Medical Science 
In medical science there also exist various types of neutrosophic soft set based decision making problems 
and we may apply the NSM -Algorithm for solving those problems. Now we will discuss two different 
problems which appear very common in medical science with their solutions. 

Problem 6.1 Generally in medical science a patient suffering from a disease may have multiple 
symptoms. Again it is also observed that there are certain symptoms which may be common to more than 
one diseases leading to diagnostic dilemma. 
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Now we consider from medical science (Hauser, Stephen, Braunwald, Fauci and Kasper 2001a, 
2001b; Tierney 2003) four symptoms such as abdominal pain, fever, nausea vomiting, diarrhea which 
have more or less contribution in four diseases such as typhoid, peptic ulcer, food poisoning, acute viral 
hepatitis. Now, from medical statistics, the degree of availability of these four symptoms in these four 
diseases are observed as follows. The degree of belongingness of all the symptoms abdominal pain, fever, 
nausea vomiting and diarrhea for the diseases typhoid, peptic ulcer, food poisoning and acute viral 
hepatitis are 

.8),(0.1,0.7,0.6),(0.2,0.3,00.1),{(0.9,0.6,.7)},(0.2,0.3,0.7),(0.1,0.4,0.1),(0.8,0.5,00.6),{(0.3,0.2,
.2)}(0.7,0.3,0.3),(0.6,0.4,0.6),(0.3,0.2,00.2),{(0.6,0.4,.7)},(0.1,0.2,0  and 0.6),{(0.2,0.4,

.7)}(0.1,0.5,0.4),(0.5,0.3,0.2),(0.6,0.1,0  respectively. 

 Suppose a patient who is suffering from a disease, have the symptoms P  ( abdominal pain, fever 
and diarrhea). Now  the problem is how a doctor detects the actual disease among these four diseases for 
that patient. Now we will solve this problem by applying NSM -Algorithm. 

Here },,,,{=},,,{= 4321 ddddhepatitisviralacutepoisoningfoodulcerpeptictyphoidU  

},,,{=},,,{= 4321 eeeediarrheavomitingnauseafeverpainabdominalE  and EeeeP ⊂},,{= 421  

(1) The neutrosophic soft matrix obtained from the given data is,  























.7)(0.1,0.5,0.4)(0.5,0.3,0.2)(0.6,0.1,0.6)(0.2,0.4,0

.2)(0.7,0.3,0.3)(0.6,0.4,0.6)(0.3,0.2,0.2)(0.6,0.4,0

.7)(0.1,0.2,0.8)(0.1,0.7,0.6)(0.2,0.3,0.1)(0.9,0.6,0

.7)(0.2,0.3,0.7)(0.1,0.4,0.1)(0.8,0.5,0.6)(0.3,0.2,0

=)( ija(

 

 (2) The choice matrix of the patient is, 

Pe  



























(1,0,0)(0,0,1)(1,0,0)(1,0,0)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(1,0,0)(0,0,1)(1,0,0)(1,0,0)
(1,0,0)(0,0,1)(1,0,0)(1,0,0)

Pe

 [ Since }],,{= 421 eeeP  

(3) and (4) Corresponding product neutrosophic soft matrix is,  
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

























.7)(0.1,0.5,0.4)(0.5,0.3,0.2)(0.6,0.1,0.6)(0.2,0.4,0

.2)(0.7,0.3,0.3)(0.6,0.4,0.6)(0.3,0.2,0.2)(0.6,0.4,0

.7)(0.1,0.2,0.8)(0.1,0.7,0.6)(0.2,0.3,0.1)(0.9,0.6,0

.7)(0.2,0.3,0.7)(0.1,0.4,0.1)(0.8,0.5,0.6)(0.3,0.2,0
P

A

e

U ⊗   



























(1,0,0)(0,0,1)(1,0,0)(1,0,0)
(0,0,1)(0,0,1)(0,0,1)(0,0,1)
(1,0,0)(0,0,1)(1,0,0)(1,0,0)
(1,0,0)(0,0,1)(1,0,0)(1,0,0)

P

P

e

e

NSR=
5,0.2)(0.6,0.1621)(0,0.1625,5,0.2)(0.6,0.1625,0.2)(0.6,0.162
5,0.2)(0.7,0.1621)(0,0.1625,5,0.2)(0.7,0.1625,0.2)(0.7,0.162
,0.1)(0.9,0.225)(0,0.225,1,0.1)(0.9,0.225,0.1)(0.9,0.225
,0.1)(0.8,0.175)(0,0.175,1,0.1)(0.8,0.175,0.1)(0.8,0.175

=























 

 [ As per the rule of multiplication of neutrosophic soft matrices. ] 

 (5) Now the weights of the diseases are,   

    • 2.4=0.800.80.8=)( 1 +++dW   

    • 2.7=0.900.90.9=)( 2 +++dW   

    • 2.1=0.700.70.7=)( 3 +++dW   

    • 1.8=0.600.60.6=)( 4 +++dW   

 (6) The disease associated with the second row of the resultant neutrosophic soft matrix( NSR ) has 

the highest weight 2.7)=)(( 2dW , therefore 2d  be the optimal choice disease. Hence the patient is 
suffering from the disease peptic ulcer( 2d ). 

Problem 6.2:  In medical science (Carranza 2006) there are different types of diseases and various 
types of reasons are responsible for them. Now suppose that according to Dr.X. personal habits are 
responsible for dental caries .2)(0.7,0.1,0 , for gum disease .1)(0.8,0.2,0 , for oral ulcer .2)(0.8,0.4,0 ; 
food habits are responsible for dental caries .1)(0.8,0.4,0 , for gum disease .3)(0.7,0.3,0 , for oral ulcer 

.5).(0.4,0.2,0  Again let according to Dr.Y personal habits are responsible for dental caries 

.3)(0.6,0.2,0 , for gum disease .2)(0.8,0.1,0 , for oral ulcer .1)(0.9,0.4,0 ; food habits are responsible 
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for dental caries .1)(0.8,0.2,0 , for gum disease .2)(0.7,0.3,0 , for oral ulcer .4)(0.5,0.2,0  and 
hereditary factor is also responsible for dental caries .7)(0.2,0.5,0 , for gum disease .3)(0.4,0.2,0 , for 
oral ulcer .3).(0.6,0.1,0  Now the problem is to find out the disease which is mostly affected by the 
personal habits, food habits and hereditary factors of a human being according to both Dr.X and Dr.Y 
simultaneously. 

Now we will solve this problem by applying NSM -Algorithm. 

Here },,,{=},,{= 321 dddulceroraldiseasegumcariesdentalU  

}.,,{=},,{= 321 eeefactorshereditaryhabitsfoodhabitspersonalE  The choice parameter set of 

Dr.X is, EeeA ⊂},{= 21  and the choice parameter set of Dr.Y is, EeeeA ⊆},,{= 321  

 (1) The neutrosophic soft matrices according to Dr.X and Dr.Y are respectively,  



















(0,0,1).5)(0.4,0.2,0.2)(0.8,0.4,0
(0,0,1).3)(0.7,0.3,0.1)(0.8,0.2,0
(0,0,1).1)(0.8,0.4,0.2)(0.7,0.1,0

=)( ija(  



















.3)(0.6,0.1,0.4)(0.5,0.2,0.1)(0.9,0.4,0

.3)(0.4,0.2,0.2)(0.7,0.3,0.2)(0.8,0.1,0

.7)(0.2,0.5,0.1)(0.8,0.2,0.3)(0.6,0.2,0

=)( ikb
(

 

(2) The combined choice matrices of Mr.X and Mr.Y in different forms are, 

Ae  























(0,0,1)(0,0,1)(0,0,1)
(1,0,0)(1,0,0)(1,0,0)
(1,0,0)(1,0,0)(1,0,0)

Be

  

Be  























(0,0,1)(1,0,0)(1,0,0)
(0,0,1)(1,0,0)(1,0,0)
(0,0,1)(1,0,0)(1,0,0)

Ae

  

(3) Corresponding product neutrosophic soft matrices are, 
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





















(0,0,1).5)(0.4,0.2,0.2)(0.8,0.4,0
(0,0,1).3)(0.7,0.3,0.1)(0.8,0.2,0
(0,0,1).1)(0.8,0.4,0.2)(0.7,0.1,0

A

A

e

U   ⊗   Ae  























(0,0,1)(0,0,1)(0,0,1)
(1,0,0)(1,0,0)(1,0,0)
(1,0,0)(1,0,0)(1,0,0)

Be

 



















.2)(0.8,0.1,0.2)(0.8,0.1,0.2)(0.8,0.1,0
3,0.1)(0.8,0.0833,0.1)(0.8,0.0833,0.1)(0.8,0.083
3,0.1)(0.8,0.0833,0.1)(0.8,0.0833,0.1)(0.8,0.083

=

 























.3)(0.6,0.1,0.4)(0.5,0.2,0.1)(0.9,0.4,0

.3)(0.4,0.2,0.2)(0.7,0.3,0.2)(0.8,0.1,0

.7)(0.2,0.5,0.1)(0.8,0.2,0.3)(0.6,0.2,0
B

B

e

U   ⊗    























(0,0,1)(1,0,0)(1,0,0)
(0,0,1)(1,0,0)(1,0,0)
(0,0,1)(1,0,0)(1,0,0)

A

E

e

e  



















1)(0,0.1166,6,0.1)(0.9,0.1166,0.1)(0.9,0.116
(0,0.1,1).2)(0.8,0.1,0.2)(0.8,0.1,0
(0,0.15,1)0.1)(0.8,0.15,0.1)(0.8,0.15,

=

 

(4) The sum of these product neutrosophic soft matrices is, 



















⊕



















1)(0,0.1166,6,0.1)(0.9,0.1166,0.1)(0.9,0.116
(0,0.1,1).2)(0.8,0.1,0.2)(0.8,0.1,0
(0,0.15,1)0.1)(0.8,0.15,0.1)(0.8,0.15,

.2)(0.8,0.1,0.2)(0.8,0.1,0.2)(0.8,0.1,0
3,0.1)(0.8,0.0833,0.1)(0.8,0.0833,0.1)(0.8,0.083
3,0.1)(0.8,0.0833,0.1)(0.8,0.0833,0.1)(0.8,0.083

 

NSR=
3,0.2)(0.8,0.1083,0.1)(0.9,0.1083,0.1)(0.9,0.108
65,0.1)(0.8,0.09165,0.1)(0.8,0.09165,0.1)(0.8,0.091
65,0.1)(0.8,0.11665,0.1)(0.8,0.11665,0.1)(0.8,0.116

=


















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 (5) Now the weights of the diseases are,   

    • 2.4=0.80.80.8=)( 1 ++dW   

    • 2.4=0.80.80.8=)( 2 ++dW   

    • 2.6=0.80.90.9=)( 3 ++dW   

  (6) The disease associated with the third row of the resultant neutrosophic soft matrix( NSR ) has the 
highest weight 2.6)=)(( 3dW , therefore 3d  be the optimal choice disease. Hence oral ulcer( 3d ) is 
mostly affected by the personal habits, food habits and hereditary factor according to the both 
doctors. 

7 Conclusion  
In this paper we have proposed the concept of neutrosophic soft matrix and after that  different types of 
matrices in neutrosophic soft set theory have been defined. Then we have introduced here some new 
operations and properties on these matrices. Furthermore an efficient solution procedure named as NSM
-Algorithm has been developed to solve neutrosophic soft set(or neutrosophic soft matrix) based group 
decision making problems and it has been applied  in medical science to the problems of diagnosis of a 
disease from the myriad of symptoms as well as to evaluate the effectiveness of different habits of human 
being responsible for a disease. 
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