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rite the answers to Questions of each / Half /
Paft /Group in separate books wherever necessary.
The figures in the right-hand margin indicate marks.

andidates are required to give their answers in
| their own words as far as practicable.

| llustrate the answers wherever necessary.

} GROUP - A

1. | Answer any five guestiono :
(@) Show that the sequence of random variables

5x5=25

1
| Xni,x where Xn ~N (O,;) and X is a random
5

| variable having distribution function

F(x)={? _; x<0

x>0

i
P.T.O.



(b)

(e)

LS
'
e

Examine if Weak Law of Large Numbers
(WLLN) holds for the sequence of mutually

independent random variables {x, } , where

1 1 1

XmolsPiX = e
P{ k 2k} {X“ ZR} 2 2
Derive the mean and variance of 2
distribution with n degres of freedom. 5

If random variables x;be independently
distributed as uniform (0,1), then show that

Z1=/-21n x,Sin21 x , and
Z;=/-21n x,C o0s 211 X,

are independently distributed as (0,1). 5

Let X4, Xs, ..., X» be arandom sample of
size n from Rec (0,0). Obtain the probability
density functions of the distribution of the
longest order statistic .Y () =max{x, x,.......x,}
and the smallest order statistic

X)=min{x, x....... X, 5

In drawing a SRSWOR sample of size n
from a population of size N, obtain the
probabilities that 5
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| (i) any population unitis drawn atany draw.

(i) a particular population unit is includedin
the sample.

(g) State De-Moivers Lapiace Limit theorem.
Show that Binomial distribution follows the
theorem. 2+3

2.| Answer any one question :- 10x1=10

(a) Let X, %,....... X, be asample of size ndrawn
from an exponential distribution with p.d.f

7= AX . .
f(x)= /Lo . Derive the samplingdistribu-

tion of the sample range. 10
(b) (i) State Chebyshev's inequality. 2
(i) Use the above inequality to show that

P(T? 2 25) s%— where

T = X1+ X2+...X100

and X1, X2,...., X100 are i,i,d uniform
(- 0.5,0.5) random variables. 8

;
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GROUP-B

3. Answerany four questions : 5><4=20

(@) (i) State Neyman Fisher's factorization Theo-
rem. 2

(ii) Use this theorem to find a sufficient
statistic for a when X1 X2 X3 are
independent random variables with
Xi(k=12,3) have the probability
density function 3

KOk 0o x<cm

0 Ow.

(b) Describe the exact test procedure for testing
the equality of two independent Binomial

proportions Ho: P1= p2 against all possible
aiternatives. 5

(c) (i) Stateand prove the sufficient conditions
for consistency of an estimator 3

(i) Let X4, X2., X, be iid B(1,0)
random variobles,0 < 9 < 1. Check

whether T{ X1, X2, Xn)=

; ) ; i Xi+ \/E
IS @ consistent estimatorof g. &4 2

n+/n
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(d)

(€)

Discuss the test procedure for testing the
equality of the variances of two independent
normal populations when the means are
unknown, Ho!?-i ’1*—= o % against all possible

altermatives. 5

(i) Let X ~Bin(n,p) where n is known. Show
that the only estimable parametric function of
b is a polynomial in p of degree at most n.

(iYLet X1, X2,..., Xvbeiidrandomvariables
with the probability density function

S /9)——-— X0

| =0 0.W

lehere ©(>0) is unknown. Find the maximun likeli-

| hood estimator of ¢. 25
4, ‘|Answer any one question : 10x1=10

(a) Derive, stating the regularity conditions, the

Gamer Rao lower bound to the variance of
an unbiased estimator of an unknown
parameter. Also state when equality holds in

the lower bound. g+2
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(b) Let x-9,5x2 -6 bethe sample mean and

variance, respectively, based on a random
sample of size 3 f@.m N(x,,0" ). Alsolet

V=7, s?y = 4be the sample mean and vari
ance respectively based on a random sample
of size 3 from N( ,,20,2 }where
t,, 1,€R and & >0 are unknown. Find
a 95% confidence interval for Given :
P(t,<2.78) = 0.975, P(t,<2.13) = 0.95
P(t.<2.57) = 0.975, P(t,<2.01) = 0.95

where t, denotes t_ random variable with n

degrees of freedom. 10
GROUP-C
5. Answer any three questions : 5x3=15

(@) Obtain the characteristic function of

mulitivariate normal distribution. ]
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(b) Show that the multiple correlation co-efficient
’ of X, 0n X,.X,...X_thatis z 1.23...p lies
| between o and 1. Write the implication of
| this resuit. - 9
(c) Ifthe random variables (X, X,....X,) follows
| muitinomial distribution with parameters n, P,

p,.... p, Obtain the mean vector » and the

dispersion matrix » of x =(X,X,.., X ). 5

_\

dd) What do you mean by partial correlationco- .
J efficient ? Express the partial correlationco-

‘ efficient in terms of the elements of the

‘ correlation matri. : [

e) Explain concentration ellipsoid for two vari-

‘ ables and extend the same the case of

p- variables. 5

6. | Answer any one question :- 10x1=10

! bx1

(@) Showthat X ~ NP({"Z)iffforany non

bX1 1 ] /
| randomvector |,/ ~1 x~N(I u1'21)

| 10
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(b) Showthat the multiple correlation co-efficient
is the maximum value of the correlation co-
efficient between variable X, and any linear

function of (p-1) variables X, X,...X .
10
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