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Chapter 1

Introduction and Organization of

the Thesis

1.1 Overview of Thesis

By nature, Ecology and Epidemiology are two distinct fields of research. A lot of works
have already been done in these two subjects.

The main objective in the present investigation is to observe the dynamics of some eco-
logical and epidemiological issues with some ecological and epidemiological factors. The
present thesis is divided into two parts based on ecological and epidemiological issues.
The first four chapters deal with the problem of ecological issues such as Phytoplankton-
Zooplankton-Fish dynamics; prey-predator dynamics where prey population is subdi-
vided into juvenile prey and adult prey; effect of harvesting and additional food in a
food chain model (devoted two chapters). The last four chapters deal with the prob-
lems of some epidemiological issues such as Cholera (devoted two chapters), Malaria and
Japanese Encephalitis.

The above issues are modelled with the help of ordinary differential equations. Basi-
cally all the mathematical models represent dynamical systems. In most of the models,
the dynamics have been represented through autonomous dynamical system and some
are represented through non-autonomous dynamical systems (Chapters 6, 8, 9). The
dynamics of such system have been analyzed through local and global stability analysis.
To study the global dynamics a suitable Liapunov functions and geometric approach
are used. Moreover, the bifurcation analysis and exclusive numerical analysis have been
performed to substantiate the analytical findings.
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CHAPTER 1. INTRODUCTION AND ORGANIZATION OF THE THESIS

Before entering to describe the main motivation and objective of the thesis, I would
like to take opportunity to present the brief historical literature reviews on ecological
and epidemiological problems.

1.2 Historical Literature Reviews on Ecological and

Epidemiological Problems

1.2.1 Historical Literature Review on Ecological Problems

An ecosystem model is the mathematical representation of an ecological problem, which
is studied to gain understanding of the real system. First well-known ecological model
on the predator-prey dynamics was developed by Lotka [138] in 1925 and then Vito
Volterra [242] in 1926. This model consists of a pair of ordinary differential equations
with a prey species and the other its predator. The dynamics of this particular type
of model and its various modifications have received great attention since last 90 years
or so. The book of Gause (1935), ‘the struggle for existence’ is a good representa-
tive of some mathematical models on ecology. In 1956, Lotka [139] published a book
on mathematical modelling on ecological system. In this book, different predator-prey
mathematical models had been discussed. Rosenzweig and MacArthur [191] studied the
graphical representations and stability conditions of a predator-prey system in 1963. In
1967, MacArthur and Wilson [144] investigated the interaction between different species
in an island. DeAngalis et al. [56] explored a modelling study on trophic interaction in
1975. Maynard-Smith [151] studied different types of mathematical models on ecological
system in 1978. In 1980, Freedman [72] investigated some deterministic mathematical
models on population ecology. It is noted that bifurcation is a common feature of a
predator-prey dynamics. In 1981, Hassard et al. [91] studied the theory and application
of Hopf bifurcation on a nonlinear system. Freedman and Waltman [73] investigated
about the persistent of three species predator prey system. In 1985, Freedman and
So [74] explored the global stability analysis of persistence of a simple food chain model.
An important contribution in the field of ecological system has been made by J. D. Mur-
ray. We find an extensive literature on this subject in his book ‘Mathematical Biology’
(1989). Freedman and Mathsen [75] studied the effects of ratio-dependency on the persis-
tence of predator-prey system in 1993. In 1996, Chattopadhyay [42] reported the effects
of toxic substances on a two-species predator-prey system. Li and Muldowney [131] re-
ported the geometric approach on the global stability of a nonlinear system in 1996. In
the same year, Perko [181] investigated the general theory of dynamical system. Bazykin
et al. [22] studied the dynamics of different types of interacting populations in 1998. In
1999, Stone and Hart [228] reported the effects of immigration on the dynamics of a
simple population model.
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1.2. HISTORICAL LITERATURE REVIEWS ON ECOLOGICAL AND
EPIDEMIOLOGICAL PROBLEMS

It is noted that functional response has a great importance for the study of predator-prey
dynamics. In ecology, it is the intake rate of a predator as a function of food (prey) den-
sity. At first, the concept of functional response has come from the work of Holling [98] in
1959. Then in 1977, Levin [129] investigated predator-prey system with different types of
functional responses. After that, many research works have been done on predator-prey
models with different types of functional responses. Gunog and DeAngelis [85] studied
the effects of Holling type I functional response on predator-prey dynamics in 2011. In
2015, Madhusudanan and Vijaya [145] investigated the effects of Holling type II func-
tional response function on predator-prey dynamics. Morozov [156] reported the role
of Holling type III functional response on predator-prey interaction in 2010. Note that
all these functional responses are prey dependent. In 1989, Arditi and Ginzburg [10]
studied the impact of the ratio (prey and predator) dependent functional response on
a predator-prey model. In 1992, Berryman [25] reported the necessity of ratio depen-
dent functional response on predator-prey system. Kuang and Beretta [123] analyzed a
ratio-dependent predator-prey model in 1998. Xiao and Jennings [252] investigated bi-
furcation analysis of a ratio-dependent predator-prey system in 2005. Li and Xiao [130]
studied the bifurcation analysis of a predator-prey system with Holling and Leslie type
functional responses in 2007. Yu [256] reported the effects of Bedington-DeAngalis type
functional response on a predator-prey dynamics in 2014. It is better to mention that the
use and types of functional responses are debatable issues whether a specific dynamics
is to be prey dependent/predator dependent or both. Recently, scientists are thinking
that it is better to represent the dynamics phenomenologically not mechanistically.

Plankton are multiple group of organisms that live in the water column of large bodies
of water on sea, lake, river etc. and are the primary food source for the living ani-
mal in aquatic ecosystem. These are directly consumed by Zooplankton. So, the study
about the dynamics of Phytoplankton and Zooplankton is very important in our society
since these are the primary food source for all living organisms on the earth. In 1961,
Hutchison [103] reported the dynamics of Plankton and its impact on the predator-prey
system. Steel and Henderson [226] investigated the dynamics of the Plankton popula-
tion through mathematical model in 1981. After that in 1992, Steel and Henderson [227]
reported the impact of predation in Plankton system. Huxel and MaCann [104] inves-
tigated the food web stability and the influence of trophic flow on the predator-prey
system in 1998. In 2002, Chattopadhyay and Pal [39] studied the impact of viral infec-
tion on the Zooplankton-Phytoplankton system through mathematical model. Again, in
2003, Chattopadhyay et al. [40] reported the effects of nutrient on the Phytoplankton
dynamics in the presence of viral infection. In 2007, Pal et al. [169] investigated the
impact of toxin for the occurrence and termination of planktonic bloom. In the presence
of environmental fluctuation, Pal et al. [170] studied the effects of competition for the
occurrence and control of planktonic bloom in 2009. The research is still going on. I like
to devote a chapter on this issue.
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CHAPTER 1. INTRODUCTION AND ORGANIZATION OF THE THESIS

It is well known that, refuge is the behavior of a prey which helps to escape itself from the
predation by a predator. It has great effect to stabilize or destabilize of a predator-prey
system. In 1987, Sih [215] studied the impact of prey refuge on the stability of a predator-
prey system. Ruxton [195] reported the effects of using refuge in a short time duration
of a predator-prey system in 1995. In 2006, Huang et al. [100] investigated the impact
of prey refuge on a predator-prey system with Holling type III functional response. Liu
and Han [135] studied the influence of prey refuge on a diffusive predator-prey system in
2011. In 2012, Jana et al. [107] investigated the global stability and bifurcation analysis
of predator-prey system in the presence of prey refuge. In the same year, Sarwardi et
al. [208] studied the effects of prey refuge on a competitive predator-prey system. In
2013, Devi [58] has reported the effects of prey refuge on a ratio-dependent predator-
prey model.

Due to the prey refuge behavior, the predator population cannot consume always suf-
ficient amount of foods for their growth. In such a case, the additional food supply
may control this food crisis. Srinivasu et al. [223,224] reported the impact of additional
food on pest management and biological controls of predators. In 2012, Kar et al. [115]
investigated the role of supplying additional food on an exploited predator-prey sys-
tem. In the same year, Gakkhar and Singh [79] studied about the control of chaos in
a predator-prey system by supplying additional food to the system. Prasad et al. [185]
reported the effects of additional food to the dynamics of predator-prey system with
mutually interfering predators in 2013. In 2014, Sahoo and Poria [198,201] investigated
the role of additional food to control the chaos and its effects on time delay in an eco-
epidemiological model. Sen et al. [211] have studied the impact of supplying additional
food in a predator-prey model with harvesting in 2015.

Now, harvesting is the collection of mature crops from the field. It is highly demandable
area of research for the conservation biologist and ecologist who work on the biological
conservations, because of continuous harvesting may cause the extinction of harvested
population. So, the optimal use of harvesting is necessary to save the population and
to maximize the harvesting. It has great effects on the predator-prey dynamics. In
1983, Hannesson [89] reported the effects of harvesting on a ecologically interdependent
fish species. Ragozin and Brown [188] studied the harvesting policies and non-market
valuation of a predator-prey system in 1985. Then, Clark [49, 50] investigated the bio-
economic modelling, fishery management and also the optimal management of renewable
resources. After that, Flaaten [69] reported the role of bio-economics of sustainable har-
vest between competing species in 1991. In 1998, Dai and Tang [54] investigated the
effects of harvesting on the global dynamics of predator-prey system. Peng et al. [180]
studied the impact of predator harvesting on predator-prey dynamics in 2009. In 2015,
Pal et al. [172] reported the effects of predator harvesting in a fuzzy parameter based
predator-prey model. Madhusudanan and Vijaya [145] studied the impact of quadratic
harvesting on a predator-prey system with Holling type functional response in 2015. The
above studies influenced me to study the dynamics of food chain models with additional
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1.2. HISTORICAL LITERATURE REVIEWS ON ECOLOGICAL AND
EPIDEMIOLOGICAL PROBLEMS

food and harvesting.

It is noted that in 1987, Ives and Dobson [106] studied the effects of anti-predator be-
havior in the dynamics of a predator-prey system. Abrams and Matsuda [2] investigated
the effects of adaptive predator and anti-predator behavior in a two prey one predator
system in 1993. In 1998, Krivan [121] studied the effects of optimal anti-predator behav-
ior of prey on predator-prey dynamics. In 2007, Ramao-Jiliberto et al. [189] reported the
effects of pre-encounter and post encounter inducible defence in a predator-prey system.
Choh [48] investigated the impact of predator-prey role reversals, juvenile experience and
adult anti-predator behavior on the predator-prey dynamics in 2012. In 2015, Tang and
Xiao [230] studied the impact of anti-predator behavior and bifurcation analysis of the
predator-prey dynamics. Gakkhar and Gupta [80] investigated the effects of prey pre-
dation, competition and commensalism in a predator-prey system in 2016. The above
studies motivated me to study the dynamics of prey-predator system by dividing the
prey population into two groups such as juvenile prey and adult prey.

1.2.2 Historical Literature Review on Epidemiological Prob-

lems

An epidemic model is a simplified means of describing the transmission of communicable
disease through individuals. The work of mathematical modeling of spread of infectious
disease was started in 1760 by Daniel Bernoulli [24]. In 1926, McKendric [152] inves-
tigated about the application of mathematics to medical problems. In the next year,
Kermack and McKendric [119] published the first authentic work on mathematical mod-
elling of infectious disease. They considered a simple deterministic model of an epidemic
problem and analyze the spread of the disease. After that many works of modelling of
infectious disease had been done by many researchers. In 1975, Bailey [18] studied the
applications of mathematical theory applied to the infectious disease modelling. May
and Anderson [150] investigated the regulation and stability of a host-parasite system in
1978. In 1979, Cooke [52] studied the stability of a vector disease model. Hethcote [93]
investigated the asymptotical behavior of a deterministic epidemic model in 1973. In the
same year, Hethcote [94] studied the effects of vaccination for controlling the epidemic.
In 1976, Hethcote [95] explored the dynamical analysis of various type of communicable
disease model. Hethcote and Van den Driessche [96] reported the impact of nonlinear
type incidence rate on the infectious disease models in 1991. In 1995, Smith and Walt-
man [222] studied the dynamics of microbial competition in a disease transmission model.
Zhao [262] published a book on “Dynamical System in Population Biology” in 2003. In
the same year, De Barros et al. [57] investigated the SI type epidemic model in a fuzzy
environment by taking transmission parameter as fuzzy. In 2006, Wang [243] studied the
backword bifurcation of an epidemic disease model. Zhang and Zhao [259] explored an
epidemic model in a periodic environment in 2007. Teng, Liou and Zhang [233] investi-
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CHAPTER 1. INTRODUCTION AND ORGANIZATION OF THE THESIS

gated the persistence and extinction of a disease in a non-autonomous system in 2008.
Again, in 2008, Wang and Zhao [244] studied the threshold dynamics of an epidemic
model in a periodic environment. In 2010, Nakata and Kuniya [163] investigated the
global dynamical analysis of a SEIRS type mathematical model on infectious disease
in a periodic environment. The study of infectious disease is of great importance for
human health and social environment. The present thesis aims to study the dynamics
of such diseases e.g. Cholera, Malaria and Japanese Encephalitis by constructing some
mathematical models.

Cholera is an infectious disease that causes severe watery diarrhea which can lead to
dehydration. It is caused by eating contaminated food or drinking water with a bac-
terium called Vibrio Cholerae. Adams [3] studied the dynamics of bacteriophages to
reduce the bacterium Vibrio Cholerae in 1959. Capasso and Paveri-Fontana [32] investi-
gated the dynamics of a Cholera disease transmission in European Mediterranean region
in 1979. Again, Chakraborti [33] reported the interaction between the organism Vibrio
Cholerae with bacteriophage in 1996. In 2001, Codeco [51] investigated the role of the
aquatic reservoir for the transmission of Cholera disease. Alam et al. [6] explored the
effects of seasonality on the transmission of Cholera disease in 2006. In the same year,
Jensen et al. [110] investigated the role of bacteriophage to control the Cholera disease
outbreak. In 2008, Emch et al. [65] studied the effects of seasonality on the transmis-
sion of Cholera disease from 1974 to 2005. Nelson et al. [165] reported the dynamics
of Cholera disease transmission as well as the interaction between host, pathogen and
bacteriophage in 2009. In 2010, Gazi et al. [82] worked on the impacts of environmental
fluctuation on the transmission dynamics of Cholera disease. Liao and Wang [132] stud-
ied about the applications of mathematical model on Cholera disease and its stability in
2011. Zhao et al. [263] explored the impact of imperfect vaccination on the transmission
of Cholera disease in 2012. In 2013, Zhou and Cui [264] investigated the impact of time
dependent transmission rate on the dynamics of Cholera. After that Wang et al. [248]
studied the effects of human behavior on the transmission of Cholera in 2015. In the
same year, Wang and Wang [247] have also reported the impact of bacterial growth and
spatial movement on the transmission of Cholera. I gain some motivation on the above
works and would like to present two chapters on this issue by constructing a suitable
mathematical models.

In our social life Malaria is an infectious disease of humans transmitted by mosquito
and other animals caused by parasitic protozoans. Symptoms of Malaria are fever, fa-
tigue, vomiting and headaches. Therefore, research on Malaria transmission is very
important to us. In 1988, Aron [12] investigated the modelling study on the dynamics of
a Malaria disease. Bouma [28] reported that the climate change has great impact on the
transmission dynamics of Malaria disease in 1994. In 1999, Craig et al. [53] investigated
the effect of climate change on the transmission dynamics of Malaria in sub-saharan
Africa. Singh et al. [219] studied the effects of environmental and ecological fluctuation
on the transmission of Malaria in 2005. Wyse Ana et al. [251] investigated the effects
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1.2. HISTORICAL LITERATURE REVIEWS ON ECOLOGICAL AND
EPIDEMIOLOGICAL PROBLEMS

of treatment intensities to control the Malaria disease in 2007. In 2008, Wei et al. [249]
studied the impact of time delay on the dynamics of Malaria disease. Cai and Li [29] re-
ported the effects of direct transmission on the transmission dynamics of Malaria in 2010.
Chitnis et al. [46] studied different types of intervention strategies to control the Malaria
disease transmission through mathematical model in 2010. In the same year, Saker [202]
investigated the effects of delay on the transmission of Malaria disease. Again, Govella
Nicodem [83] studied the impact of using insecticide treated bed-nets to reduce Malaria
disease in 2010. In 2011, Lou and Zhao [141] investigated about the biological control
of Malaria disease by introducing larvivorous fish. There are lot of works on this issue.
I would also like to contribute a chapter on this burning problem.

Japanese Encephalitis (JE) is a vector borne viral disease occurred in South Asia, South-
east Asia, East Asia and Pacific. It is transmitted to humans through bites from infected
mosquitoes of the Culex species. Japanese Encephalitis Virus (JEV) is transmitted from
pigs or birds to mosquitoes through the bite of mosquitoes. It causes several thousand
of deaths in the whole world in every year. Very few mathematical models have been
developed to study the dynamics of Japanese Encephalitis disease and its control strate-
gies. In 1993, Mukhopadhyay et al. [158] formulated a mathematical model to study
the dynamics of Japanese Encephalitis disease. Again, in 1994, Mukhopadhyay and
Tapaswi [159] investigated a SIRS type mathematical model on Japanese Encephalitis
disease. Tapaswi et al. [232] studied the complex dynamics of Japanese Encephalitis
among mosquito, reservoir and human in 1995. In 2005, Keiser [118] investigated the
impact of irrigated rice agriculture on the dynamics of Japanese Encephalitis disease. E
Erlanger et al. [64] studied the different dynamics of Japanese Encephalitis in present,
past and future in 2009. In 2012, Singh et al. [221] reported a persistent threat to the
human population due to Japanese Encephalitis. In 2013, Bandyopadhyay et al. [20]
studied the incidence of Japanese Encephalitis in west bengal. Flohicle [70] investigated
the role of climate change, landscape and viral genetics on the spread of Japanese En-
cephalitis disease in 2013. In the same year, Lindahl [133] reported the life cycle of
Japanese Encephalitis Virus (JEV) among pigs, mosquito vectors and human. Then,
Sharma et al. [213] studied the spread of Japanese Encephalitis disease in Asam in 2014.
Still now, there are many cases of JE in India. With this view, I like to devote a chapter
on this issue.
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CHAPTER 1. INTRODUCTION AND ORGANIZATION OF THE THESIS

1.3 Motivation and Objective of the Thesis

Ecological system is concerned about the interaction among same or different organisms
with abiotic components of their living environments. Practically, it is very necessary
to study such systems for keeping the existence of human being. In this regard, differ-
ent works are going on this field mathematically. But till now, there exists also some
unexplored directions in this field. So, in this research work, one of the objectives is
to integrate mathematically different factors influencing the dynamics of predator-prey
ecological system.

With the development of human life, different infectious diseases are attacking the hu-
man population around the globe. Epidemiology is the study on analysis of different
patterns, causes and effects of such diseases identifying the various risk factors and sug-
gest some measures for control. These diseases make several thousands of death due
to their unknown behavior and due to lack of appropriate control strategies. For this
reason, the study is necessary to explore the actual dynamics of these diseases. Since
1760, many research works have been performed mathematically. But, still there exists
some directions which are yet to be unveiled in epidemiology. Therefore, our other ob-
jective is to investigate mathematically different epidemiological problems considering
the influence of different factors on the system.

Many researchers [39, 40, 77, 170] have worked on the dynamics of Phytoplankton and
Zooplankton interaction model. Recently, Yunfei et al. [257] have discussed two species
food chain model taking Phytoplankton as prey and Zooplankton as a predator with har-
vesting of both. It is known that Phytoplankton is the primary producer in a food chain.
These are consumed by Zooplankton. Again, both Phytoplankton and Zooplankton are
consumed by different Fish species. So, the growth rates of Fish species mainly depend
on the availability of Phytoplankton and Zooplankton. Fish and other aquatic organ-
isms are very essential to be processed into various food and non-food products such as
shark skin leather, pigments made from the inky secretions of cuttlefish, isinglass used
for the clarification of wine and beer, fish emulsion used as a fertilizer, fish glue, fish oil
and fish meal. So, Fish is very important food source in human society. Though there
are different predator-prey models, but no one considers Fish population separately as
a predator. Hence, the study of dynamics of Fish species with Phytoplankton and Zoo-
plankton is necessary. This point directs us to focus on the study of interactions among
three species such as Phytoplankton, Zooplankton and Fish in a predator-prey model
which has biological importance on the real world.

The life of an organism has been divided into different stages in a stage structured
mathematical model. Every species always experience immature stage and mature stage
of their life in the real world natural ecosystems and it performs different kinds of feature
at each stage of growth. So, the ecological models with stage structure is more rational
than without stage structure. In anti-predator behaviour, prey groups actively defend

10
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themselves by attacking or mobbing a predator and save their offsprings from predation.
Tang et al. [230] investigated the bifurcation analysis of a predator-prey model with anti-
predator behavior of prey species in which anti predator behavior had been considered for
all prey members. But, in reality it is seen that only adult prey can protect their infants
(juvenile prey) from predation of predator by showing anti-predator behavior. There is
no research papers including stage structure on prey species and anti-predator behavior
of adult prey population. This vacuum has motivated us to work on predator-prey math-
ematical model with stage structure and anti-predator behavior of adult prey population.

There are several motivations such as conservation of a species, control of a pest pop-
ulation, chaos control, disease control etc. behind the supply of additional food in a
predator-prey system. Supplying additional food in a predator-prey system is the great
topics to many researchers due to its eco-friendly nature. Recently, Sahoo and Poria [200]
have published a research paper on the impacts of additional food in a predator-prey
system with harvesting. They have considered the additional food on top predator pop-
ulation and top predator can consume only the middle predator. But, in reality it is
seen that the top predator can consume both prey and middle predators. So, this idea
has inspired us to work on the predator-prey mathematical model in the presence of
additional food to the top predator.

Already, many research works have been done on the predator-prey system by taking
refuge by the prey species. The using of refuge parameter decreases the predation rate of
predator. Therefore, the concept of refuge by prey should have important effects on the
predator-prey interaction. Many studies have suggested that refuge for prey are crucial
in explaining prey persistence. Chakraborty and Das [37] have reported the impact of
incorporating constant prey refuge parameter on a predator-prey system with alternative
food to predators. In this model, it has been shown that the supply of alternative food to
the predator has a significant effect to stabilize the predator-prey dynamics considering
refuge on the prey species. But the effect of additional food on super predator and refuge
on predator may provide some interesting dynamics. We like to observe such dynamics
by considering a food chain model.

It is well known that, Cholera is an infectious disease caused by the bacterium Vibrio
Cholerae to be contaminated with food and drinking water. The poor sanitation, con-
taminated drinking water, poverty etc. are the main risk factors for the Cholera disease
transmission. There are many mathematical models on Cholera disease dynamics and
its control strategy. Experimentally, it has been proved in the paper of Jensen et al. [110]
that bacteriophages can reduce the density of bacterium Vibrio Cholerae. So, the rapid
decay of bacterial culturability and the predation of Vibrio Cholerae by bacteriophages
have been observed in the dynamics of Cholera model. Therefore, bacteriophage has a
great importance to control the Cholera disease transmission. This fact inspires us to
incorporate bacteriophage in the Cholera disease transmission model including the time
periodic nature of the disease transmission rates.

11
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There exist many research papers of the Cholera disease transmission and its control
strategies. But, the parameters involved in these model are crisp in nature. In the
real world, every parameter related to the disease transmission model is changing with
respect to time due to human activities and natural disasters. Thus, these parameters
should not be crisp in nature always i.e., these may be uncertain in nature. There are
very few works on fuzzy parameters based disease transmission model. Recently, Pal
et al. [172] reported the impact of taking fuzzy parameter on predator-prey harvesting
model. This article intends us to consider the parameters involved in a Cholera disease
transmission to be uncertain in nature.

The other important disease to study is Malaria. It is a vector borne fatal disease
caused by a parasite. It spreads in human population through the bites of infected
mosquitoes. There are mainly four types of Malaria parasites such as Plasmodium fal-
ciparum, P. vivax, P. ovale and P. malariae, infect humans. It causes several thousands
of death in every year. It still remains global threat for humans across the whole world
though the medical science has been developed. Therefore, the actual dynamics of the
Malaria disease transmission and new possible effective control strategies need further
investigation. Wang et al. [246] investigated a mathematical model on Malaria disease
transmission in a periodic environment. According to the transmission mechanism of
Malaria disease they divided mosquito population into two subpopulations such as sus-
ceptible mosquito and infected mosquito. Again, human population is also divided into
three subpopulations such as susceptible human, infected human and recovered human.
Here, it has been considered that the disease transmission rates are time periodic. In
their model, the control parameters were not considered to eradicate the Malaria disease
from human population, which are most important parameters. This idea motivated us
to develop the interaction between mosquito and human population with some control
parameters which are time dependent.

Japanese Encephalitis (JE) virus is a single-stranded RNA virus which belongs to the
genus Flavivirus. JE virus is transmitted into humans through the bite of an infected
mosquito mainly Culex species. It grows in the body of the amplifying vertebrate hosts
primarily pigs and wading birds. It makes several thousands of death in every year in
India and other parts in the world due to lack of investigation of proper dynamical behav-
ior using suitable control strategies. So, the study about the authentic dynamics of this
disease and its control strategies are necessary. Tapaswi et al. [232] developed a three-
populations such as mosquito, reservoir and human interaction Japanese Encephalitis
disease transmission model. In their model, only stability analysis of the system around
different equilibrium points was discussed and no control strategies are considered to
control the disease. This influenced us to develop a Japanese Encephalitis disease trans-
mission mathematical model among mosquitoes, reservoir and human populations with
some suitable control parameters.
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1.4 Organization of the Thesis

In the proposed thesis, some real life Ecological and Epidemiological problems are con-
sidered and solved. The proposed thesis has been divided into following four parts and
eleven chapters.

Part I: General Introduction

• Chapter 1: Introduction and Organization of the Thesis

Part II: Studies on Dynamics in Some Ecological Problems

• Chapter 2: Stability Analysis of Coexistence of Three Species Prey-Predator
Model

• Chapter 3: Stability and Bifurcation Analysis of a Stage Structured Prey-Predator
Model with Ratio-dependent Functional Response and Anti-predator Behavior of
Adult Prey

• Chapter 4: Effects of Supplying Additional Food in a Tritrophic Food Chain
Model with Harvesting Only

• Chapter 5: Effects of Additional Food in a Predator-Prey System Incorporating
Refuge and Harvesting

Part III: Studies on Dynamics in Some Epidemiological Problems

• Chapter 6: Dynamics of Cholera Outbreak with Bacteriophage and Periodic Rate
of Contact

• Chapter 7: Dynamical Study in Fuzzy Threshold Dynamics of a Cholera Epidemic
Model

• Chapter 8: Threshold Dynamical Behaviors of a Malaria Disease in Control Pa-
rameters Based Periodic Environment

• Chapter 9: Stability and Bifurcation Analysis of Japanese Encephalitis Model
with/without Effects of Some Control Parameters

Part IV: Summary, Extension and Bibliography

• Chapter 10: Summary and Future Research Work

• Chapter 11: Bibliography
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Part I
(General Introduction)

The Part I contains only one chapter (Chapter 1).

Chapter 1: Introduction and Organization of the The-
sis

This chapter contains an introduction giving an overview of the development along with
the historical literature reviews on Ecological and Epidemiological problems.

Part II
(Studies on Dynamics in Some Ecological Problems)

This part is divided into four chapters (Chapter 2, 3, 4 and 5) and in those chapters
different ecological models are derived and solved.

Chapter 2: Stability Analysis of Coexistence of Three
Species Prey-Predator Model

In this chapter, we have proposed a prey-predator model for the study of dynamical
behaviors of three species such as toxin producing Phytoplankton, Zooplankton and
Fish in a Fishery system. The stability condition, existence condition of equilibrium
and bifurcation have been also established. In this chapter, Holling type II functional
response has been considered to analysis the proposed model. All equilibriums of the
proposed system are determined and the behavior of the system is also investigated near
the positive equilibrium point. Hopf bifurcation analysis has been done with respect
to the consumption rate of Zooplankton (β) and releasing rate of toxin substances (ρ)
produced by unit biomass of Phytoplankton. Finally, some numerical simulations has
been performed to verify our theoretical results.

Chapter 3: Stability and Bifurcation Analysis of a
Stage Structured Prey-Predator Model with Ratio
- dependent Functional Response and Anti-predator
Behavior of Adult Prey

In this chapter, a three species predator-prey model such as (i) juvenile prey and (ii)
adult prey and (iii) predator population has been developed. It is considered that the
growth rate of juvenile prey depends on the adult prey populations and then the juvenile
prey population becomes adult. The functional responses for predator to consume both
the juvenile prey and adult prey population have been considered as ratio dependent.
Also, the anti-predator behavior has been considered on adult prey population. Then,
the boundedness of all solutions of our proposed mathematical model has been discussed.
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Also, we determine different equilibria and there existence conditions. Then, the stabil-
ity conditions of the system around these equilibria have been analyzed. Global stability
analysis of the interior equilibrium has been done. After that, the Hopf bifurcation anal-
ysis with respect to the anti-predator behavior of adult prey has been discussed. Finally,
some numerical simulations have been performed to test our theoretical results.

Chapter 4: Effects of Supplying Additional Food in
a Tritrophic Food Chain Model with Harvesting Only

In this chapter, we propose and analyze a three species predator-prey system in presence
of additional food for predators. It is assumed that the middle predator is acting as
a prey as well as predator and the top predator consumes both prey as well as middle
predator. It is also considered that a constant amount of additional food for the top
predators exists in the ecosystem. The effects of top predator harvesting are investi-
gated. Then the existence and stability conditions of the equilibria have been discussed
analytically. The Hopf bifurcation analysis of the system with respect to predation rate
of prey to the top predator and the harvesting effort have been analyzed both analyti-
cally and numerically. Pontryagins maximum principle is used to determine the optimal
harvesting of top predator population to maximize the discounted net revenue. From
our analysis, it is seen that the additional food has significant effects to prevent the ex-
tinction risk of top predator population and also to increase revenue collection. Finally,
some numerical results have been given in support of our analytical findings.

Chapter 5: Effects of Additional Food in a Predator-
Prey System Incorporating Refuge and Harvesting

In this chapter, a food chain model has been developed among three species such as prey
population, predator population, super predator population. Here, it is assumed that
prey population grows logistically and predator population consumes prey only. But,
the predator population is consumed by a super predator population. In this model, it
is assumed that the predator population shows refuge behavior to the super predator
population. Due to having the refuge characteristic of the predator population, the super
predator feels the lack of food. To maintain the growth of the super predator properly,
a constant amount of additional food is supplied to the system. Henceforth, partially
the predator population is also benefited with this additional food. On the basis of
this notions, a food chain model has been derived in which the extinction conditions of
super predator population has been explored. Also, stability analysis of the model has
been shown along with Hopf bifurcation analysis to examine some parametric values for
which the system losses its stability. To get optimal harvesting of super predator, the
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Pontryagins maximum principle has been used. Finally to study the feasibility of the
model, some numerical simulations have been presented.

Part III
(Studies on Dynamics in Some Epidemiological Problems)

This part is divided into four chapters (Chapter 6, 7, 8 and 9) and in those chapters
different epidemiological models are derived and solved.

Chapter 6: Dynamics of Cholera Outbreak with Bac-
teriophage and Periodic Rate of Contact

In this chapter, a Cholera epidemic model with periodic transmission rate has been con-
sidered and discussed. It is shown that the disease free equilibrium point is globally
asymptotically stable and also seen that the Cholera disease is disappeared if the basic
reproduction number is less than one. When the basic reproduction number is grater
than one, then the endemic equilibrium is globally asymptotically stable. Finally, nu-
merical simulations have been given for the existence of the analytical results.

Chapter 7: Dynamical Study in Fuzzy Threshold Dy-
namics of a Cholera Epidemic Model

In this chapter, a fuzzy mathematical model on Cholera disease has been developed
in which all parameters related to the Cholera disease have been considered as fuzzy
numbers. Here, total human population is divided into three subpopulations such as
susceptible human, infected human and recovered human. Also, the bacterial popu-
lation is the Vibrio Cholerae in the environment. Then the existence condition and
boundedness of solution of our proposed mathematical model have been discussed. Also,
the different equilibrium points and the stability condition of the system around these
equilibrium points have been analyzed. The global stability condition of the proposed
system around the endemic equilibrium point has been also discussed. Finally, some
numerical simulations have been shown to test the theoretical results of the system.

Chapter 8: Threshold Dynamical Behaviors of a Mala-
ria Disease in Control Parameters Based Periodic En-
vironment

In this chapter, a Malaria disease transmission model has been developed in which the
transmission rates from mosquito to human as well as human to mosquito and death
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rate of infected mosquito have been constituted by two variabilities: one is periodicity
with respect to time and another is based on some control parameters. Here, total vector
population is divided into two subpopulations such as susceptible mosquito and infected
mosquito as well as the total human population is divided into three subpopulations such
as susceptible human, infected human and recovered human. The dynamical behaviors
of the system associated with reproduction number with respect to control parameters
have been investigated theoretically and numerically both. The biologically feasible equi-
libria and their stability properties have been discussed and the existence condition of
the disease has been illustrated numerically. At last, Hopf bifurcation analysis has been
done analytically and numerically for autonomous case of our proposed model.

Chapter 9: Stability and Bifurcation Analysis of Japan-
ese Encephalitis Model with/without Effects of Some
Control Parameters

In this chapter, a mathematical model on transmission of Japanese Encephalitis disease
has been developed considering some control parameters and time dependent environ-
mental carrying capacity. Here, total vector population is divided into two subpopu-
lations such as susceptible mosquito and infected mosquito. Here also, total reservoir
population (i.e., the population in which the encephalitis virus grows) such as pig, horse
etc has been considered which is divided into three subpopulations such as susceptible
reservoir, infected reservoir and recovered reservoir. Total human population is also
divided into three subpopulations such as susceptible human, infected human and recov-
ered human. The dynamical behaviors of the system have been investigated. Here, the
reproduction number associated with the system has been analyzed with respect to con-
trol parameters theoretically and numerically both. The biological feasible equilibria and
their stability properties have been discussed and the existence condition of the disease
has been illustrated numerically. For a certain set of parametric values, the effectiveness
of control parameters in our proposed model has been checked numerically. At last, Hopf
bifurcations have been made numerically without considering control parameters for the
case of constant environmental carrying capacity of mosquito.
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Part IV
(Summary, Extension and Bibliography)

This part is divided into two chapters (Chapter 10 and 11) and in those chapters sum-
mary, future research works and bibliography have been presented.

Chapter 10: Summary and Future Research Work

In this chapter, a summary of the thesis and the scope of future research work have been
discussed.

Chapter 11: Bibliography

In this chapter, the references have been presented.
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Chapter 2

Stability Analysis of Coexistence of

Three Species Prey-Predator Model

2.1 Introduction

The study of dynamics of prey-predator systems is one of the dominant subjects in math-
ematical ecology due to its universal existence and importance. Thus prey-predator
models have been in the focus of ecological science from the early days. It has been
turned out very soon that prey-predator system can show different dynamical behaviors
such as steady-states, oscillations, bifurcations [36, 68, 136, 143, 187, 241, 245] depending
of the model parameters. This system has been studied by many mathematicians and
ecologists [50,168] in population dynamics.

Planktons are microscopic organisms that float freely with oceanic currents and in other
bodies of water. They are made by tiny plant (called Phytoplankton) and tiny animals
(called Zooplankton). It is observed that Phytoplankton are primary producer. They
prepare carbohydrates using energy from sunlight, inorganic chemicals and dissolved car-
bon dioxide gas with the help of chlorophyll [63]. They are consumed by Zooplankton
which are microscopic animals and also a most favorable food source for Fish and other
aquatic animals. Phytoplankton are normally present within marine and fresh waters
in low concentrations but may proliferate to form dense concentrations of cell on water
surfaces referred as “blooms”. The high concentrations of pigment containing Phyto-
plankton may impart on color to the water resulting in their description as “red tides”,
“brown tides” etc. Harmful Algal Blooms (HAB) [205] may also occur on the ocean bot-
tom caused by either microscopic or macroscopic algal species. Harmful Algal Blooms
(HAB) are noxious to marine ecosystems or to human health and can produce great so-
cioeconomic damage. There are many research papers on interaction of Phytoplankton
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and Zooplankton [36,102,114,146,174,184,253,257] in the prey-predator models.

Among several thousands of species of Phytoplankton, a few species produce toxin, such
as Alexandrium sp., Amphidinium carterae, Chrysochromulina polylepis, Cooliamono-
tis, Dinophysis sp., Gambierdiscus toxicus, Gynnodinium breve, Gymodinium catena-
tum, Pseudo-nitzschina sp., Pyrodinium bahamense, Prymnesium patelliferum and P
parvum. In 2002, Chattopadhyay et al. [1, 38] investigated that the toxin substance as
well as the toxin producing Phytoplankton affect the growth of Zooplankton population
and it has an impact on Phytoplankton and Zooplankton interaction. After that in 2006,
Gakkhar and Negi [77] constructed a mathematical model of viral infection in the toxin
producing Phytoplankton-Zooplankton system and they analyzed existence condition of
equilibria, stability condition, bifurcation etc. Later in 2011, Chatterjee et al. [43] talked
about the bottom up and top down effect on toxin producing Phytoplankton and the
formation of the planktonic blooms. There are many mathematical models on the toxin
producing Phytoplankton-Zooplankton interaction such as [196,207] etc.

It is seen that the ecological system is often deeply perturbed by human exploiting
activities. During the past half century, the rapid technological advances and the sig-
nificant increases in human population have been occurred. Henceforth, the amount of
world fishes has been greatly reduced. The trophic interactions of food webs are signifi-
cantly dependent on the capacity of predators to find, kill and consume prey population.
It plays an important role in shaping of entire ecosystem. The success rate of individual
predator depends on several factors which include the existence of the populations. The
most important component in such models is the density of prey that determines the
functional response [177,178].

From the above literature review, it is observed that many investigations on the predator
prey dynamics have been done. In spite of that, till now there exists some lacunas in
the study of prey predator dynamics such as:

Generally, it is seen that Fish provides a good source of high quality protein and it
also contains many vitamins and minerals. For this reason, it is consumed as a food by
many species including human being throughout the world. So, the study of existence
for Fish population is very much essential in our society. Again, the existence of Fish
populations naturally depends on Phytoplankton and Zooplankton. From the literature
survey, it is seen that there are many papers on interaction between Phytoplankton and
Zooplankton. But till now, no one has studied the interaction among Phytoplankton,
Zooplankton and Fish population together.

To remove above lacunas a prey-predator system for three species such as Phytoplank-
ton, Zooplankton and Fish has been developed in this chapter. Here, it is assumed that
Fish population consumes both Phytoplankton and Zooplankton. Also, it is assumed
that Zooplankton consumes only Phytoplankton. Therefore, the speciality in this chap-
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ter is that Zooplankton act as a predator in one side as well as a prey in another side.
And Phytoplankton is purely prey and Fish is purely predator. In this chapter, our
objective is to study the dynamical behaviors of these three species which are theoreti-
cally beneficial to maintain the sustainable development of a prey-predator system. The
sufficient condition for stability of the system has also been established at the positive
equilibrium point using Routh Hurwitz criterion and then condition of Hopf bifurcation
also be investigated. Finally, the numerical results have been provided to study more
realistic features of the proposed model.

2.2 Model Formulation 1

In this chapter, the co-existence of three species such as Phytoplankton, Zooplankton
and Fish as a prey and predator has been considered. To develop this model the follow-
ing assumptions have been made

(i) P (t), Z(t) and F (t) denote respectively the density of toxin producing Phytoplank-
ton, Zooplankton and Fish at any instant of time t subject to the non-negative initial
conditions P (0)=P0 ≥ 0, Z(0)=Z0 ≥ 0 and F (0)=F0 ≥ 0.

(ii) The parameter r and K be the intrinsic growth rate and the environmental car-
rying capacity of Phytoplankton population and it is also assumed that the growth of
Phytoplankton is logistic.

(iii) The parameter ρ denotes the rate of releasing the toxic substances produced by
per unit biomass of Phytoplankton.

(iv) The constant β, β1 and d be the maximum uptake rate, the ratio of biomass conser-
vation and the natural death rate for Zooplankton species respectively where 0 < β1 < β.

(v) The constants γ and γ1 denote the maximum uptake rate for Phytoplankton and
Zooplankton by Fish population respectively.

(vi) The parameters S and S1 be the ratio of biomass conservation of Fish popula-
tion for Phytoplankton and Zooplankton respectively where S < γ and S1 < γ1.

(vii) The parameter δ is the natural death rate of Fish population.

(viii) The term βPZ
α+P

represents the functional response for grazing of Phytoplankton
by Zooplankton where α is the half saturation constant for a Holling type II functional

1Published in Nonlinear Dynamics, Springer, vol-81, 2015, 373-382, with title Stability analysis

of coexistence of three species prey-predator model.
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response.

(ix) Since Phytoplankton is consumed by Zooplankton, hence the rate of growth of
Zooplankton is proportional to consumption rate i.e., the functional response for Zoo-
plankton is β1PZ

α+P
. Again since some Phytoplankton produces toxin, hence it is assumed

that the rate of death of Zooplankton is proportional to rate of consumption of Phyto-
plankton i.e., rate of death of Zooplankton is ρPZ

α+P
. Obviously for existence of population

of Phytoplankton, β1 must be greater than ρ.

(x) The terms γPF
α+P

and γ1ZF
α+P

represent the functional responses for grazing Phytoplank-
ton and Zooplankton by Fish population respectively.

Under the above mentioned assumptions, a mathematical model for coexistence of these
three species has been developed as follows:

dP

dt
= rP (1− P

K
)− βPZ

α+ P
− γPF

α+ P

dZ

dt
=
β1PZ

α+ P
− dZ − ρPZ

α+ P
− γ1ZF

α+ P

dF

dt
=

SPF

α+ P
+
S1ZF

α+ P
− δF


(2.1)

2.3 Boundedness of Solutions

In this section, uniform boundedness of our proposed system has been presented.

Theorem 2.1 All Solutions of system (2.1) which initiate in R3
+ are uniformly bounded

for suitably chosen positive parameter ξ such that ξ ≤ min(δ, d) and γ1S ≥ γS1.

Proof. To get boundedness of solutions of system (2.1) a function W is defined as
follows

W = P + Z +
γ

S
F.

Now, differentiating the above equation with respect to time t it is obtained that

dW

dt
=

dP

dt
+
dZ

dt
+
γ

S

dF

dt

= rP (1− P

K
)− βPZ

α+ P
− γPF

α+ P
+
β1PZ

α+ P
− dZ − ρPZ

α+ P
− γ1FZ

α+ P
+

γPF

α+ P

+
γS1

S

ZF

α+ P
− γ

S
δF.
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Here, introducing a positive constant ξ the above can be written as

dW

dt
+ ξW ≤ K

4r
(r + ξ)2 − (d− ξ)Z − γ

S
(δ − ξ)F − (γ1 −

γS1

S
)
ZF

α+ P
.

i.e.,
dW

dt
+ ξW ≤ K

4r
(r + ξ)2. (2.2)

provided that ξ ≤ min(δ, d) and γ1S ≥ γS1.
Now, solving the above equation (2.2) using theory of differential inequality the following
is obtained

0 < W (P,Z, F ) <
M

ξ
(1− e−ξt) +W (P (0), Z(0), F (0))e−ξt.

where M = K(r+ξ)2

4r
.

Now, taking limit of the above inequality as t tends to infinity, it is obtained that

W (P,Z, F ) <
M

ξ
.

From this, it is concluded that the solution of the system lies in the region

ℑ = [(P,Z, F )εR3
+ : W =

M

ξ
+ ϵ, for any ϵ > 0].

2.4 Equilibrium Points

To study the stability of the proposed model the equilibrium points in the system (2.1)
are necessary to calculate. Now, the possible equilibrium points of this system are given
by

(i) The trivial equilibrium point E0 = (0, 0, 0).

(ii) The equilibrium point E1 = (K, 0, 0) on the boundary of the first octant.

(iii) The planer equilibrium point E2 = (P̄ , Z̄, 0) on the P −Z plane where P̄ = dα
β1−ρ−d

and Z̄ = rα(β1−ρ)(Kβ1−Kρ−Kd−dα)
Kβ(β1−ρ−d)2 .

(iv) The another equilibrium point E3 = (P ′, 0, F ′) on the P − F plane where

P ′ = δα
S−δ > 0 and F ′ =

r(α+P ′)(1−P ′
K

)

γ
> 0.

(v) The positive equilibrium point E∗ = (P ∗, Z∗, F ∗) where it is obtained as follows:
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Now, P ∗ corresponds to a positive root of the following quadratic equation

f(P ∗) = P ∗2 + AP ∗ +B = 0

where A = 1
rS1γ1

(βKδγ1−βKSγ1+ rαS1γ1− rKS1γ1+γKβ1S1−γKdS1−γKρS1) and

B = 1
rS1γ1

(βKδαγ1 −KrαS1γ1 − γKdαS1).
The roots of this quadratic equation are given by

P ∗ =
−A±

√
A2 − 4B

2

So, for positive equilibrium points E∗, P ∗ admits at least one positive value when any
one of the following cases is satisfied

(i) A < 0 and B < 0.

(ii) A < 0, B > 0 and A2 − 4B > 0.

(iii) A > 0, B < 0.

Again, for positiveness of Z∗ and F ∗ the following relations must be holds

Z∗ =
δα− (S − δ)P ∗

S1

> 0

F ∗ =
P ∗(β1 − d− ρ)− dα

γ1
> 0

Now, from the above inequalities it is obtained that

dα

β1 − d− ρ
< P ∗ <

δα

S − δ

which is the required condition for positive equilibrium point E∗.

2.5 Stability Analysis

Let us consider the stability analysis of the deterministic differential equation (2.1) gov-
erning the evolution of the system. The stability of the equilibrium state is determined
by the nature of the eigenvalues of the variational matrix around the point E(P,Z, F ),
we get

V (P,Z, F ) =

 r − 2rP
K

− αβZ
(α+P )2

− γαF
(α+P )2

− βP
α+P

− γP
α+P

β1αZ
(α+P )2

− ραZ
(α+P )2

+ γ1ZF
(α+P )2

β1P
α+P

− d− ρP
α+P

− γ1F
α+P

− γ1Z
α+P

SαF
(α+P )2

− S1ZF
(α+P )2

S1F
α+P

SP
α+P

+ S1Z
α+P

− δ
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Theorem 2.2 The trivial equilibrium point E0 is always unstable.

Proof. The variational matrix for E0 is

VE0 =

 r 0 0
0 −d 0
0 0 −δ


It has eigenvalues r,−d and− δ which shows that E0 is the saddle point. It is stable in
the direction of Z and F and unstable in the S direction.

Theorem 2.3 The boundary equilibrium point E1 is Locally asymptotically stable if
there exist two critical parameters R0 and R1 such that R0 < 1 and R1 < 1 where
R0 =

K(β1−ρ−d)
dα

and R1 =
SK

δ(α+K)
.

Proof. Now, the variational matrix VE1 for the boundary equilibrium point E1 is given
by

VE1 =

 −r − βK
α+K

− γK
α+K

0 β1K
α+K

− d− ρK
α+K

0

0 0 sK
α+K

− δ


Here, the eigenvalues are λ1 = −r, λ2 = β1K

α+K
− d − ρK

α+K
and λ3 = SK

α+K
− δ. Now, it

is known that E1 is locally asymptotically stable when three eigenvalues λ1, λ2 and λ3
must be less than zero. Here, it is seen that λ1 = −r < 0, since r > 0. So, for existence
of stability for E1, λ2 < 0 and also λ3 < 0

i.e.,
β1K

α+K
− d− ρK

α+K
< 0 and

SK

α+K
− δ < 0

i.e.,
K(β1 − ρ− d)− dα

α+K
< 0 and

KS − δ(K + α)

α+K
< 0

i.e.,
K(β1 − ρ− d)

dα
< 1 and

KS

δ(α+K)
< 1

i.e., R0 < 1 and R1 < 1

where R0 =
K(β1−ρ−d)

dα
and R1 =

KS
δ(α+K)

are known as critical parameters.

Theorem 2.4 The planer equilibrium point E2 exists if R0 > 1 and it is locally asymp-
totically stable if B1, B3 > 0 and B1B2 > B3 and otherwise it is unstable.

Proof. Now, the variational matrix VE2 for the equilibrium point E2(P̄ , Z̄, 0) is given
by

VE2 =

 b1 −b2 −b3
b4 b5 −b6
0 0 b7
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where b1 = r − 2rP̄
K

− αβZ̄
(α+P̄ )2

, b2 =
βP̄
α+P̄

, b3 =
γP̄
α+P̄

, b4 =
β1αZ̄

(α+P̄ )2
− ραZ̄

(α+P̄ )2
,

b5 =
β1P̄
α+P̄

− d− ρP̄
α+P̄

, b6 =
γ1Z̄
α+P̄

and b7 =
SP̄
α+P̄

+ S1Z̄
α+P̄

− δ
Then, the characteristic equation for VE2 is

x3 +B1x
2 +B2x+B3 = 0.

where B1 = −(b1 + b5 + b7), B2 = b1b7 + b5b7 + b1b5 + b2b4, B3 = −b1b5b7 − b2b4b7.
Now, E2 exists if R0 > 1 and by Routh-Hurwitz criteria, it will be locally asymptotically
stable i.e., the eigenvalues of the characteristic equation will be negative real parts if
B1, B3 > 0 and B1B2 −B3 > 0 and unstable otherwise.

Theorem 2.5 Another planer equilibrium point E3 is locally asymptotically stable if
B′

1, B
′
3 > 0 and B′

1B
′
2 −B′

3 > 0 and unstable otherwise.

Proof. The variational matrix VE3 for the planer equilibrium point E3 = (P ′, 0, F ′)
is given by

VE3 =

 b11 −b12 −b13
0 b22 0
b31 b32 b33


where b11 = r − 2rP ′

K
− γαF ′

(α+P ′)2
, b12 =

βP ′

α+P ′ , b13 =
γP ′

α+P ′ , b22 =
β1P ′

α+P ′ − d− ρP ′

α+P ′ − γ1F ′

α+P ′ ,

b31 =
SαF ′

(α+P ′)2
, b32 =

S1F ′

α+P ′ and b33 =
SP ′

α+P ′ − δ.
The characteristic equation for VE3 is

y3 +B′
1y

2 +B′
2y +B′

3 = 0.

where B′
1 = −(b11+ b22+ b33), B

′
2 = b11b33+ b22b33+ b11b22+ b13b31 and B

′
3 = −b11b22b33−

b13b31b22. Now, E3 exists if R0 > 1 and by Routh-Hurwith criteria, the system will be
locally asymptotically stable i.e., the eigenvalues will be negative real parts if B′

1, B
′
3 > 0

and B′
1B

′
2 −B′

3 > 0. Otherwise the system will be unstable.

Theorem 2.6 The positive equilibrium point E∗ exists if R0 > 1 and it is Locally
asymptotically stable if σ1, σ3 > 0 and σ1σ2 > σ3 and otherwise it is unstable.

Proof. The variational matrix for E∗ = (P ∗, Z∗, F ∗) is

VE∗ =

 σ11 −σ12 −σ13
σ21 σ22 −σ23
σ31 σ32 σ33


where σ11 = r − 2rP ∗

K
− αβZ∗

(α+P ∗)2
− γαF ∗

(α+P ∗)2
, σ12 =

γαF ∗

(α+P ∗)2
, σ13 =

γP ∗

α+P ∗ ,

σ21 =
β1αZ∗

(α+P ∗)2
− ραZ∗

(α+P ∗)2
+ γ1Z∗F ∗

(α+P ∗)2
, σ22 =

β1P ∗

(α+P ∗)
− d− ρP ∗

(α+P ∗)
− γ1F ∗

(α+P ∗)
, σ23 =

γ1Z∗

α+P ∗ ,
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σ31 =
SαF ∗

(α+P ∗)2
− S1Z∗F ∗

(α+P ∗)2
, σ32 =

S1F ∗

α+P ∗ and σ33 =
SP ∗

α+P ∗ +
S1Z∗

α+P ∗ − δ.
Now, the characteristic equation of the variational matrix VE∗ is

x3 + σ1x
2 + σ2x+ σ3 = 0.

where σ1 = −(σ11 + σ22 + σ33), σ2 = σ22σ33 + σ23σ32 + σ11σ22 + σ11σ33 + σ12σ21 + σ13σ31
and σ3 = −σ11σ22σ33 − σ11σ23σ32 − σ12σ31σ23 − σ12σ21σ33 − σ31σ22σ13 + σ13σ21σ32. Now,
E∗ exists if R0 > 1 and by using Hurwitz criteria, it will be locally asymptotically stable
if:
(i) σ1, σ3 > 0 (ii) σ1σ2 − σ3 > 0 holds.
Otherwise E∗ is unstable.

Lemma 2.1 If R0 < 1 then E2, E3 and E∗ does not exists. Hence existence of E2,
E3 and E∗ implies that E1 is unstable saddle point.

2.6 Bifurcation Analysis

In prey-predator model many parameters are used for describing the system. Prey-
predator models with constant parameters are often found to approach a steady state
in which the species coexist in equilibrium. But if parameters used in the model are
changed, other types of dynamical behavior may occur and the critical parameter val-
ues at which such transitions happen are called bifurcation points. The purpose of this
study is to determine the stability behavior of the system in presence of different density
dependent factors of the prey-predator interactions. To study the transition of the sys-
tem with respect to small changes in the density dependent factors. A Hopf bifurcation
occurs at points where the system has a non-hyperbolic equilibrium connected with a
pair of purely imaginary eigenvalues, but no zero eigenvalues. We have considered β, ρ as
the bifurcation parameters and β∗ and ρ∗ represent the critical value or the bifurcating
value of the concerned bifurcation parameter.

Theorem 2.7 The positive equilibrium E∗ enters into Hopf bifurcation as β varies
over ℜ. Let ψ : (0,∞) → ℜ be the following continuously differential function of β.

ψ(β) = C1(β)C2(β)− C3(β).

Let β∗be a positive root of the equation ψ(β) = 0.
Therefore, the Hopf bifurcation of the interior equilibrium E(P ∗, Z∗, F ∗) occurs at β = β∗

if and only if
(i) ψ(β∗) = 0
(ii) L2(β

∗)L4(β
∗) + L1(β

∗)L3(β
∗) ̸= 0

Proof. By the condition ψ(β) = 0, then the characteristic equation of the variational
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matrix VE∗ from Theorem 2.6 can be written as

(x2 + σ2)(x+ σ1) = 0

The roots of the above equation are ρ1, ρ2, ρ3(say). Let the pair of imaginary roots at
β = β∗ are ρ1, ρ2 then we have ρ3 = −σ1 and ρ1, ρ2 = ±i

√
(σ2).

As ψ(β∗) is a continuous function of all its roots so there exists an open interval
(β∗ − ϵ, β∗ + ϵ) where ρ1 and ρ2 are complex conjugate for β. Suppose that their general
forms in this neighborhood are

ρ1(β) = χ(β) + iξ(β)

ρ2(β) = χ(β)− iξ(β)

Now, we shall verify the transversality condition
(
d(Reρj)

dβ

)
β=β∗

̸= 0, j = 1, 2.

Substituting, ρj(β) = χ(β) ± iξ(β) into the characteristic equation and calculating the
derivative, we have

L1(β)χ
′(β)− L2(β)ξ

′(β) + L3(β) = 0

L2(β)χ
′(β) + L1(β)ξ

′(β) + L4(β) = 0

where

L1(β) = 3χ2 − 3ξ2 + 2σ1χ+ σ2

L2(β) = 6χξ + 2σ1ξ

L3(β) = σ′
1χ

2 − σ′
1ξ

2 + σ′
2χ+ σ′

3

L4(β) = 2σ′
1χξ + σ′

2ξ

Solving for ξ′(β) at β = β∗, we have(
d(Reρj(β))

dβ

)
β=β∗

= χ′(β∗) = −L2(β
∗)L4(β

∗) + L1(β
∗)L3(β

∗)

L2
1(β

∗) + L2
2(β

∗)
̸= 0

if L2(β
∗)L4(β

∗) + L1(β
∗)L3(β

∗) ̸= 0. Thus the transversality condition holds and hence
Hobf-bifurcation occurs at β = β∗. Hence the theorem.

Theorem 2.8 At its positive equilibrium point E∗ for the parameter ρ the system
also undergoes a bifurcation.

Proof. The proof of this theorem is similar as the proof of Theorem 2.7.
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2.7 Global Stability Analysis

In this section, we now perform a global stability analysis of the proposed system (2.1)
around the equilibrium point E∗(P ∗, Z∗, F ∗).

Theorem 2.9 Let U = (P−P ∗)2

2
+ δ1

(Z−Z∗)2

2
+ δ2

(F−F ∗)2

2
where δ1, δ2 > 0 are to be

chosen properly such that U ′(E∗) = 0 where E∗(P ∗, Z∗, F ∗) and U = (P,Z, F ) >
0,∀P,Z, F/E∗. The time derivative of U is dU

dt
≤ 0,∀P,Z, F ∈ Γ+. It then follows

that dU
dt

= 0,∀P ∗, Z∗, F ∗ ∈ Γ+ implies that E∗ of the system is Lyapunov stable and
dU
dt
< 0 ∀P,Z, F ∈ Γ+ near E∗ implies that E∗ is globally stable.

Proof. Let us consider a function of the form

U =
(P − P ∗)2

2
+ δ1

(Z − Z∗)2

2
+ δ2

(F − F ∗)2

2
(2.3)

Taking time derivative of the above equation (2.3) we get

dU

dt
= (P − P ∗)

dP

dt
+ δ1(Z − Z∗)

dZ

dt
+ δ2(F − F ∗)

dF

dt

Now, substituting the value of dP
dt
, dZ
dt

and dF
dt

from the model system (2.1) and putting
these values in the above equation we get

dU

dt
= (P − P ∗)

[
rP (1− P/K)− βPZ

α+ P
− γPF

α+ P

]
+ δ1(Z − Z∗)

[
β1PZ

α+ P
− dZ − ρPZ

α+ P
− γ1ZF

α+ P

]
+ δ2(F − F ∗)

[
SPF

α+ P
+
S1ZF

α+ P
− δF

]
= (P − P ∗)

[(
r(1− P/K)− βZ

α+ P
− γF

α+ P

)
(P − P ∗)

]
+ δ1(Z − Z∗)

[(
β1P

α+ P
− d− ρP

α+ P
− γ1F

α+ P

)
(Z − Z∗)

]
+ δ2(F − F ∗)

[(
SP

α+ P
+

S1Z

α+ P
− δ

)
(F − F ∗)

]
By rearranging, we obtain

dU

dt
= −(P − P ∗)2

[
r(−1 + P/K) +

βZ

α+ P
+

γF

α+ P

]
− δ1(Z − Z∗)2

[
− β1P

α+ P
+ d+

ρP

α+ P
+

γ1F

α+ P

]
− δ2(F − F ∗)2

[
− SP

α+ P
− S1Z

α+ P
+ δ

]
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Thus, it is possible to set δ1, δ2 such that dU
dt

≤ 0 and the equilibrium point E∗ is globally
asymptotically stable.

2.8 Numerical Simulation

In this section, the dynamical behavior of the proposed model (2.1) has been discussed
numerically using MATLAB. Due to unavailability of real data of all parameters asso-
ciated with the model, the hypothetical values to the different parameters have been
considered as follows:
r = 6, K = 10.0, γ = 0.3, β1 = 0.2, d = 0.3, ρ = 0.2, γ1 = 0.4, S = 0.28, S1 = 0.35, δ =
0.28, α = 0.2, β = 0.5.
Now, for this data it is seen that R0 = −50.0 < 1 and R1 = −0.005 < 1. So, according
to Theorem 2.3 the boundary equilibrium point E1 = (10.0, 0.0, 0.0) is locally asymp-
totically stable. Again, Figure 2.1 also shows that there exists a stable equilibrium point
E1 and though there exists Phytoplankton in the ecosystem then due to diminishing of
Zooplankton gradually Fish population is also decreasing. It is concluded that if there
is only Phytoplankton in the ecosystem and no Zooplankton then the Fish population
can be extinct eventually.
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Figure 2.1: Stability of the equilibrium point E1.

Again, for the set of parametric values r = 8, K = 1.6, γ = 0.5, β1 = 0.4, d = 0.1, ρ =
0.1, γ1 = 0.4, S = 0.4, S1 = 0.3, δ = 0.2, α = 1.0, β = 1.0 it is seen that R0 = 3.2 > 1,
B′

1 = 5.8500 > 0, B′
3 = 0.7050 > 0 and B′

1B
′
2−B′

3 = 49.1663 > 0, according to Theorem
2.4 we have a stable equilibrium point E3 = (1.00, 0.0, 12.0). From Figure 2.2, it is seen
that E3 is locally asymptotically stable and it is concluded that the Fish population can
be exists and increased constantly when there is a Phytoplankton in the ecosystem and
no Zooplankton in the ecosystem.
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Figure 2.2: Stability of the equilibrium point E3.

Also, it is considered the following set of parametric values such as
r = 1.5, K = 120.0, γ = 0.5, β1 = 0.6, d = 0.3654, ρ = 0.2, γ1 = 0.6, S = 0.4, S1 =
0.5, δ = 0.5, α = 1.0, β1 = 0.68. For these parametric values, it is seen that R0 =
37.635 > 1, σ1 = 1.5606 > 0, σ3 = 0.0028 > 0 and σ1σ2 − σ3 = 0.7138 > 0, so according
to the Theorem 2.6 the positive equilibrium point E∗ is locally asymptotically stable.
Also, Figure 2.3 shows a locally asymptotically stable positive equilibrium point E∗ =
(106.6568, 22.3314, 5.5415) and from this figure, it is concluded that Phytoplankton,
Zooplankton and Fish population co-exist simultaneously.
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Figure 2.3: Stability of the positive equilibrium point E∗.

Again, for the parametric values r = 3.0, K = 3.0, γ = 0.5, β1 = 0.94, d = 0.3, ρ =
0.1, γ1 = 0.6, S = 0.4, S1 = 0.5, δ = 0.5, α = 1.0, β = 1.0, the Figure 2.4 and Figure 2.5
both show phase space in which populations are tending towards the fixed point.
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Figure 2.4: Phase space diagram of Phytoplankton-Zooplankton and Phytoplankton-

Fish.
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Figure 2.5: Phase space diagram of Phytoplankton-Zooplankton and Fish.

Now, the following parametric values have been considered to discuss the dynamical
behavior of our proposed model taking β as a bifurcation parameter.
r = 1.5, K = 150.0, γ = 0.5, β1 = 0.6, d = 0.39, ρ = 0.2, γ1 = 0.6, S = 0.4, S1 = 0.5, δ =
0.5, α = 1.0.
Using this set of values, the critical value (β∗) of the consumption rate (β) of zooplankton
is obtained as β∗ = 0.68. So, when β > β∗ we have a unstable limit cycle around the
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positive equilibrium point E∗ according to Theorem 2.7 and also, it is seen in Figure
2.6.
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Figure 2.6: Phase space diagram of the system (2.1) for β = 0.71.

Similarly, the instability for the system (2.1) have been shown taking ρ as the bifur-
cation parameter with the help of same parametric values. Now, by Theorem 2.8.,
we can determine the critical value of ρ and it is ρ∗ = 0.21. The system is unstable for
ρ > ρ∗ around its interior equilibrium point E∗, taking ρ = 0.22 the solution curve to the
system (2.1) has been shown in Figure 2.7 which indicates that the system is unstable
around the interior equilibrium point E∗.

0

50

100

150

0

20

40

60

80
0

5

10

15

20

25

30

PhytoplanktonZooplankton

Fi
sh

Figure 2.7: Phase space diagram of the system (2.1) for ρ = 0.22.
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Finally, for the parametric values K = 10.0, β1 = 0.2, d = 0.3, ρ = 0.2, α = 0.2, δ =
0.28, S = 0.28, the changes of the critical parameters R0 and R1 with respect to the
parameters associated with them have been shown in Figure 2.8. From this figure, it
is observed that the value of R0 decreases from zero when parameter K increases from
zero and for this values of K, R1 is nearly constant which is less than 1. Therefore,
for all plausible values of K, R0 and R1 must be less than 1. Again, when parameter d
increases from the initial value zero then the values of R0 remains same which is −50 less
than one. Also, it is also observed that when ρ increases from zero then R0 decreases
gradually from −16.67. But, when β1 increases then R0 also increases and it is seen
that R0 must be less than one for all values of β1 which are less than 0.5. From this
observation of sensitivity analysis, it is concluded that R0 and R1 must be less than one
for all values of K, d, ρ and β1 except β1 is grater than equal to 0.5 i.e., the equilibrium
point E1 is locally asymptotically stable for all values of K, d, ρ and β1 except β1 is
grater than equal to 0.5.

0 5 10 15 20
−100

−80

−60

−40

−20

0

20

K

R
0 a

nd
 R

1

0 0.2 0.4 0.6 0.8 1
−55

−50

−45

d

R
0

0 0.1 0.2 0.3 0.4 0.5
−100

−80

−60

−40

−20

0

ρ

R
0 

0 0.2 0.4 0.6 0.8 1
−100

−50

0

50

100

β
1

R
0 

Figure 2.8: Sensitivity analysis of R0 and R1 where the solid line denotes R0 and dash-dot

line denotes R1.

2.9 Conclusion

Now a days mathematical ecology becomes a highly demandable area of research for
scientists, mathematician, ecologists etc. who works in the mathematical biology. They
are devoted their time to find out the solutions of different ecological problems such as
prey-predator interaction, existence and extinction condition of a species in natural en-
vironment and how different factors are influencing the dynamics of a population. This
factors may be come due to different human activities on the nature and natural disas-

36



2.9. CONCLUSION

ters. In this chapter, we wanted to study a prey-predator mathematical model taking
Phytoplankton, Zooplankton and Fish as separate population. This type of system can
be seen in the ecosystems of ponds, lakes and marines etc.

In this chapter, we have thoroughly discussed analytically and numerically the dynamical
behavior of our proposed Phytoplankton, Zooplankton and Fish interaction mathemati-
cal model. It is seen that the boundedness of solutions of our proposed system depends
on death rates of both Zooplankton, Fish and also the uptake rates and conservation
rates of Phytoplankton and Zooplankton by Fish species. Our study ensures the exis-
tence of five possible equilibria such as vanishing, Zooplankton and Fish free, Fish free,
Zooplankton free and the coexistence one. From the stability analysis, it is seen that
the trivial equilibrium is always unstable. The boundary equilibrium E1 will be locally
asymptotically stable if the two critical parameters R0 < 1 and R1 < 1. The planer
equilibrium points E2, E3 and positive equilibrium E∗ exists if the parametric value
R0 > 1. Then, we study Hopf bifurcation of the system with respect to two parametric
values such as uptake rate β of Phytoplankton by Zooplankton and rate of releasing
toxic substances ρ produced by unit biomass of Phytoplankton. From the numerical
simulations, it is seen that for β > β∗ and ρ > ρ∗ the system shows unstable solution.
So, it can be concluded that these two parameters have a significant role to stabilize
the proposed system. Also, the global stability analysis of the interior equilibrium has
been investigated and it will be globally asymptotically stable under certain condition.
The sensitivity analysis of the two parameters R0 and R1 have been done. From the
sensitivity analysis of the parameter R0, it is shown that R0 must be less than 1 when
the parameters K, d, ρ and β1 increases but R0 must be grater than 1 when β1 is grater
than equal to 0.5. From this analysis, it can be concluded that R0 and R1 has important
role for the local stability of equilibrium points.

Gateway from Chapter 2 to Chapter 3
In Chapter 2, we have studied some interaction dynamics among Phytoplankton, Zoo-
plankton and Fish which is nothing but a food chain model. Stage-structure dynamics
is an important phenomenon in population ecology. Chapter 3 is devoted to study the
effects of anti-predator behavior of adult prey species on the dynamics of prey-predator
system.
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Chapter 3

Stability and Bifurcation Analysis of

a Stage Structured Prey-Predator

Model with Ratio-dependent

Functional Response and

Anti-predator Behavior of Adult

Prey

3.1 Introduction

The study of interaction among different species and their surrounding natural environ-
ment is an important topic in theoretical ecology. At present not only researchers from
biology but also researchers from other fields like economics, geology, applied mathemat-
ics, environmental science etc have shown their interests to investigate the interactions
between two or more species. The systematic mathematical analysis can lead to better
understanding of such type of interactions. Since the work of Lotka [138], various kinds
of mathematical models on prey-predator interaction [77, 102, 175, 177, 250] have been
explored to explain the relationship between prey and predator. It is natural that two
or more species living in a common habitant are often attached to one another by
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interacting in several ways. Choice of suitable growth rate is an important aspect in
studying the interactions between a prey and its predator populations. However, in the
existing literature, several mathematicians and theoretical ecologists have contributed
their different conceptual notions about the growth rate of predator population. Nor-
mally, the rate of prey consumption by an average predator is known as functional
response which can be classified as (i) prey dependent (ii) predator dependent and
(iii) multi species dependent. In prey dependent, the functional response is affected
by only prey population, in case of predator dependent, functional response can be
determined by considering both predator and prey populations and in multi species de-
pendent the species other than the focal predator and its prey influence the functional
response. Traditionally in prey-predator mathematical models, the functional response
has been considered depending upon density of prey population only. In 1989, Arditi and
Ginzburg [10] suggested a ratio dependent functional response which is a particular type
of predator dependence. Here, the response only depends on the ratio of prey population
size to predator population size and it is quite better than prey dependent functional
response. Although, the mathematical form of the ratio dependent functional responses
are more complex than the other types, there are very few number of existing literature
in prey-predator models in which these types of responses have been considered. In 2004,
the ratio dependent functional response was considered by Fan and Li [66]. After that,
Banerjee [21] developed a prey-predator model considering the ratio dependent func-
tional response in 2010. In these two papers, a ratio dependency has been considered
on Holling type II only. There are also some mathematical models [19,75,123] in which
the ratio-dependent functional response has been considered to analyze those models.
In 2013, Tewa et al. [234] studied the effects of Holling type II functional response on
a disease induced prey-predator system. Xu and Li [254] investigated the impact of
Hassell-Verley type functional response on a predator prey system in 2015. In 2016,
Tripathi et al. [238] studied the effects of Crowley-Martin type functional response on a
delayed induced prey-predator model.

Although biologists routinely label the animals as predators or prey, the ecological role
of individuals is often far from clear. There are many examples [8,48,109,182,225] of role
reversals in predators and prey, where an adult prey attacks vulnerable young predators.
This implies that a juvenile prey that escapes from predation and becomes adult and
then it can kill juvenile predators. The juvenile prey to adult prey results in behavioral
changes later in life: after becoming adult, these prey kill juvenile predators at a faster
rate than prey that had not been exposed. Anti-predator adaptations are mechanisms
developed through evolution that assist prey organisms in their constant struggle against
predators. Throughout the animal kingdom, adaptations have evolved for every stage
of this struggle. There are very few mathematical models [230] in which anti-predator
behaviors have been considered to analyze the nonlinear system.
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In 2014, Pal and Mandal [173] studied a mathematical model with modified Leslie-
Gower type prey-predator model with Beddington-DeAngelis functional response and
strong Allee effect. After that Zhang et al. [261] investigated a diffusive prey-predator
model with disease in the prey in 2014. Again, in the same year Pal et al. [171] reported
the impact of omnivory and predator switching on a three species prey-predator model.
Bhattacharya et al. [26] studied a disease induced prey-predator model with immune
response on infected prey in 2014. In 2015, Cai et al. [30] studied the dynamics of Leslie-
Gower type predator-prey model with the allee effects. Huang et al. [101] investigated
the impact of environmental toxin on a prey-predator system in 2015. In the same year,
M. Al-Omari [5] reported the effect of state dependent delay and harvesting on a stage
structured prey-predator model. In 2016, Tang and Liu [231] studied Hopf bifurcation
on a stage structured prey-predator system.

Basically there are few research articles available in the prey-predator system with anti-
predator effects. But till now there exist some gaps in the literature which are as follows:

It is seen that in the existing literature, anti-predator behavior has been taken on whole
prey species. But in the reality, it is not correct, because only adult prey can attack their
vulnerable predators to save the infants from the predation of predator. Again, most of
the research papers on mathematical modelling of prey-predator system the functional
responses have been considered as prey dependent. But in many experimental works, it
was showed that functional response has been depended upon both prey and predator.

To overcome these difficulties, a prey-predator model with stage-structured has been
considered in this chapter. Here, we have developed a prey-predator system in which
two prey species such as juvenile prey as well as adult prey and one predator species
have been considered. There are very few papers on prey-predator mathematical model
with anti-predator behavior. Anti-predator behavior are mechanisms developed through
evolution that assist prey organisms in their constant struggle against predators. The
existing paper considered the anti-predator behavior on the whole prey species [230].
But in reality, it is seen that adults prey attack their vulnerable predators and save the
younger prey from predation. This motivated us to introduce the anti-predator behavior
only on the adult prey population. Also, the ratio dependent functional response function
has been considered along with the anti-predator behavior of adult prey population.

3.2 Model Formulation with Anti-predator Effects

In this work, we are going to discuss a prey-predator mathematical model with stage
structured prey populations. In this model, it is assumed that the recruitment rate of
juvenile prey is proportional to the density of existing adult prey population. It is also
assumed that juvenile prey becomes adult prey after staying sometimes in the juvenile
stage. But, the study of anti-predator behavior is very important in ecology due to
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morphological changes and attack of adult prey. Now, according to the model developed
by Tang and Xiao [230], it is seen that the growth rate of predator population has been
decreased by a anti-predator behavioral term (ηxy) involving the densities of all prey
populations. But from the literature survey [48, 109, 182], it is seen that only the adult
prey can save itself from the attack of predator due to its morphological changes. In com-
munal defense, adult prey groups actively defend themselves by attacking or mobbing
a predator. Mobbing is the harassing of a predator by many prey animals. For exam-
ple, red colobus monkeys exhibit mobbing when threatened by chimpanzees, a common
predator [8,225]. So, in this model, only the adult prey has been considered to reduce the
growth rate of predators. Due to this reason, we consider a stage structured prey popula-
tion with juvenile prey or immature prey and adult prey or matured prey with biomass
densities x(t) and y(t) at any time t respectively. Here, z(t) be the biomass density
of predator population at time t. As we have assumed that, matured prey population
is strong enough to bear an anti-predator characteristics, therefore, the anti-predator
behavior is taken as a bilinear form of both the state variables y and z with η as the
per capita rate of anti-predator behavior of adult prey to the predator population. In
population ecology, the intra-specific competition is an interaction between the members
of the same species competed for limited resource. Ruan et al. [194] investigated the
effects of density dependent mortality on predator prey model. So, in this work α is
taken as a death rate due of intra-specific competition between the adult prey species.

Again, in population dynamics, the functional response is very important to describe the
actual nature of both prey and predator population. Now, for the traditional predator-
prey model, the functional response depends upon only density of prey population. But
according to Berrymen [25], the predator per capita growth rate should decline with its
density also. Therefore, to satisfy the above both criteria a functional response should
be a function of prey and predator both [10,21]. In this regard, the following functional
responses of predator for consuming juvenile prey and adult prey should be considered
as

β1xz

z + k1x+ k2y
and

β2yz

z + k1x+ k2y

respectively. Hence, considering above realistic criteria, a prey-predator model has been
developed in this chapter as follows:

dx

dt
= γy − βx− d1x−

β1xz

z + k1x+ k2y

dy

dt
= βx− d2y − αy2 − β2yz

z + k1x+ k2y

dz

dt
=

µβ1xz

z + k1x+ k2y
+

µ1β2yz

z + k1x+ k2y
− d3z − ηyz


(3.1)
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with nonnegative initial conditions x(0) ≥ 0, y(0) ≥ 0 and z(0) ≥ 0.
Here, the other parameters involved in the proposed model are described as follows:

• γ: recruitment rate of juvenile prey.

• β: portion of juvenile prey who becomes adult.

• β1: predation rate of predator to the juvenile prey.

• β2: predation rate of predator to the adult prey.

• µ: conservation rate of juvenile prey to the predator.

• µ1: conservation rate of adult prey to the predator.

• η: rate of anti-predator behavior of adult prey to the predator.

• α: death rate of adult prey due to intra specific competition.

• d1, d2, d3: natural death rates of juvenile prey, adult prey and predator respectively.

• k1, k2: saturation constants for the functional responses.

3.3 Boundedness of Solutions

In this section uniform boundedness of the solutions of our proposed system have been
discussed.

Theorem 3.1 All solutions of the system (3.1) will be uniformly bounded in R3
+ if

µ ≤ 1, µ1 ≤ 1 and δ = min{d1, d3}.

Proof. Now, we construct a function

W = x+ y + z.
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Taking time derivative of W and putting the values of dx
dt
, dy
dt

and dz
dt
, we have

dW

dt
= γy − βx− d1x−

β1xz

z + k1x+ k2y
+ βx− d2y − αy2 − β2yz

z + k1x+ k2y

+
µβ1xz

z + k1x+ k2y
+

µ1β2yz

z + k1x+ k2y
− d3z − ηyz.

dW

dt
= γy − d1x− d2y − αy2 − d3z −

β1xz

z + k1x+ k2y
(1− µ)

− β2yz

z + k1x+ k2y
(1− µ1)− ηyz.

i.e.,
dW

dt
≤ γy − d1x− d2y − αy2 − d3z − ηyz, if µ ≤ 1 and µ1 ≤ 1

i.e.,
dW

dt
≤ γy − d1x− d2y − αy2 − d3z.

Let us introduce a positive real number δ then multiplying δ with W and adding with
the above equation and applying the theory stated in [27], we have

dW

dt
+ δW ≤ y(γ − d2 − αy + δ)− (d1 − δ)x− (d3 − δ)z.

i.e.,
dW

dt
+ δW ≤ y(γ − d2 − αy + δ), taking δ = min{d1, d3}

i.e.,
dW

dt
+ δW ≤ (δ + γ − d2)

2

4α
= Q. (say)

i.e.,W ≤ Q

δ
(1− e−δt) +W (0)e−δt.

For t→ ∞, we have W ≤ Q
δ
.

Hence, all the solutions of the system (3.1) are bounded in the region∑
= {(x, y, z) ∈ R3

+ : W =Q
δ
+ϵ, for any ϵ > 0}.

Note: If the conservation rate of juvenile prey and adult prey to the predator are
less than one. Then the solutions of the system (3.1) will be uniformly bounded.

3.4 Equilibria and Stability Analysis

In this section, we find all the possible equilibria and discuss their stability analysis.

3.4.1 Equilibria

The above model has three possible equilibria such as:

(i) The trivial equilibrium E0(0, 0, 0).
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(ii) The predator free equilibrium E1(x1, y1, 0) exists if βγ > d2(β + d1)

where x1 =
γ[βγ−d2(β+d1)]

α(β+d1)2
and y1 =

[βγ−d2(β+d1)]
α(β+d1)

.

(iii) The positive interior equilibrium E∗(x∗, y∗, z∗), where
x∗2(β1d3k1 − µβ2

1 − d1µβ1) + γµ1β2y
∗2 + ηk1β1x

∗2y∗ + β1ηk2x
∗y∗2

+x∗y∗(µγβ1 − µ1ββ2 − d1µ1β2 − µ1β1β2 + β1d3k2) = 0,

z∗ = x∗(µβ1−d3k1)+y∗(µ1β2−d3k2)−ηk1x∗y∗−ηk2y∗2
(d3+ηy∗)

,

A1y
∗2 + A2y

∗ + A3 = 0, i.e., y∗ =
−A2±

√
A2

2−4A1A3

2A1
, where A1 = (αµ1 − ηk2),

A2 = µ1d2 + µ1β2 − µγ − d3k2 − ηk1x
∗, A3 = x∗(µβ + µd1 + µβ1 − µ1β − d3k1).

Case 1: If A1 > 0, A3 < 0 then only one positive value of y∗ can be obtained as

y∗ =
−A2+

√
A2

2−4A1A3

2A1
.

Case 2: If A1 > 0, A2 < 0 and A3 > 0 then two positive value of y∗ can be found
if A2

2 > 4A1A3.

3.4.2 Local Stability Analysis

Theorem 3.2 The trivial equilibrium E0 will be locally asymptotically stable if
βγ < d2(β + d1).

Proof. Since the system is undefined at (0, 0, 0) and difficult to study the behavior
of the system at that point. To overcome such situation, we modify the model (3.1) as
when (x, y, z) ̸= (0, 0, 0) and dx

dt
= dy

dt
= dz

dt
= 0 at E0(0, 0, 0). To analyze the behavior of

the system at trivial equilibrium, we follow the method developed by Arino et al. [11].
Then we rewrite the model as

dV

dt
= H(V (t)) +Q(V (t)).

where H(.) is a continuous and homogeneous function of degree one; V = (x, y, z);
Q is a C1 function with Q(V ) = o(V ). For the present problem, H = (λ1x, λ2y,−d3z)
where λ1,2 =

−(β+d1+d2)±
√

(β+d1+d2)2−4[d2(β+d1)−βγ]
2

. Let V (t) be a solution of the above
such that liminft→∞||V (t)|| = 0 and V (tn) be the corresponding sequence which tends
to zero as t→ ∞.
Define yn = (V (tn + s)/||V (tn + s)||). Then, yn is a sequence such that ||yn|| = 1.
Now, by Ascoli-Arzela theorem, there should exist a subsequence of yn that converges
to a function y(t) satisfying the equation

dy

dt
= H(y(t))− (y(t), H(y(t)))y(t). (3.2)

The steady state of the above equation will be given by the vector v(t) = (v1, v2, v3)
where H(v) = (v,H)v are the solutions of the eigenvalue problem

H(v) = λv

λ = (v,H(v)). (3.3)
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From the above equation we have (λ1 − λ)v1 = 0, (λ2 − λ)v2 = 0, (d3 + λ)v3 = 0.
We now study the following cases:
Case I: v1 ̸= 0, v2 = v3 = 0.
In this case, the system can reach the trivial equilibrium (origin) along the x-axis with
λ = λ1 when βγ < d2(β + d1).
Case II: v1 = v3 = 0, v2 ̸= 0.
The system will reach the origin along the y-axis with λ = λ2 when βγ < d2(β + d1).
Case III: v1 = v2 = 0, v3 ̸= 0.
The system will reach the origin along the z-axis with λ = −d3.

Theorem 3.3 Predator free equilibrium E1 is locally asymptotically stable

if η >
[
µβγ+µ1β2(β+d1)
k1γ+k2(β+d1)

− d3

]
α(β + d1)/ [βγ − d2(β + d1)] and βγ > d2(β + d1).

Proof. The characteristic equation of the jacobian matrix at E1(x1, y1, 0) is(
1

(k1x1 + k2y1)
[µβ1x1 + µ1β2y1]− d3 − ηy1 − λ

)
[λ2 + λ(β + d1 + d2 + 2αy1)

+βγ − d2(β + d1)] = 0.

Hence, E1 is locally asymptotically stable if

η >
[
µβγ+µ1β2(β+d1)
k1γ+k2(β+d1)

− d3

]
α(β + d1)/ [βγ − d2(β + d1)] and βγ > d2(β + d1).

Note: When the anti-predator behavior of adult prey is greater than the difference of
predation of juvenile prey, adult prey by predator and death rate of predator population,
divided by the equilibrium biomass of adult prey. Then the predator free equilibrium
will be locally asymptotically stable.

Observation 1 Suppose that η >
[
µβγ+µ1β2(β+d1)
k1γ+k2(β+d1)

− d3

]
α(β + d1)/ [βγ − d2(β + d1)]

holds. Then for the parametric condition γ = d2(β+ d1)/β the model system (1) under-
goes through a transcritical bifurcation around the trivial equilibrium point E0 as when
γ < d2(β + d1)/β then the trivial equilibrium becomes asymptotically stable where as
for γ > d2(β + d1)/β not only the trivial equilibrium E0 becomes unstable but also a
new (predator free) equilibrium forms and becomes locally asymptotically stable.

Theorem 3.4 The interior equilibrium E∗ of the system (3.1) is locally asymptoti-
cally stable if σ1 > 0, σ3 > 0 and σ1σ2 − σ3 > 0 holds where σ1, σ2 and σ3 are given
within the proof.

Proof. The characteristic equation of the jacobian matrix at E∗(x∗, y∗, z∗) is

λ3 + σ1λ
2 + σ2λ+ σ3 = 0.

where σ1 = −(M11 +M22 +M33),
σ2 = (M11M22 −M12M21) + (M11M33 −M13M31) + (M22M33 −M23M32),
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σ3 =M11 (M23M32 −M22M33) +M12 (M21M33 −M23M31) +M13 (M31M22 −M21M32),
σ1σ2 − σ3 = −M2

11(M22 +M33)−M2
22(M11 +M33)−M2

33(M11 +M22)
+M11(M12M21 +M13M31) +M22(M12M21 +M23M32) +M33(M13M31 − 2M11M22),

M11 = −β − d1 − β1z∗(z∗+k2y∗)
(z∗+k1x∗+k2y∗)2

, M12 = γ + β1k2x∗z∗

(z∗+k1x∗+k2y∗)2
, M13 = − β1x∗(k1x∗+k2y∗)

(z∗+k1x∗+k2y∗)2
,

M21 = β + β2k1y∗z∗

(z∗+k1x∗+k2y∗)2
, M22 = −d2 − 2αy∗ − β2z∗(z∗+k1x∗)

(z∗+k1x∗+k2y∗)2
, M23 = − β2y∗(k1x∗+k2y∗)

(z∗+k1x∗+k2y∗)2
,

M31 =
(µβ1z∗(z∗+k2y∗)−k1µ1β2y∗z∗)

(z∗+k1x∗+k2y∗)2
, M32 =

(µ1β2z∗(z∗+k1x∗)−µβ1k2x∗z∗)
(z∗+k1x∗+k2y∗)2

− ηz∗,

M33 =
k1x∗+k2y∗

(z∗+k1x∗+k2y∗)2
(µβ1x

∗ + µ1β2y
∗)− d3 − ηy∗.

By using the Routh-Hurwitz criteria, it is observed that the interior equilibrium point
will be locally asymptotically stable if σ1 > 0, σ3 > 0 and σ1σ2 − σ3 > 0 holds.

3.4.3 Global Stability Analysis

Here, we consider an autonomous dynamical system:

ẋ = f(x) (3.4)

where f : D → Rn, D ⊂ Rn be an open set and simply connected and f ∈ C1(D) which is
the space of continuously differentiable function on domain D. Each solution x(t) of this
differential equation (3.4) is uniquely determined by its initial value x(0) = x0. Let x∗

be an equilibrium of (3.4). Then we can say that x∗ is said to be globally asymptotically
stable in D if it is locally asymptotically stable and all trajectories in D converge to x∗.
It is assumed that the following hypothesis hold:
(i) There exists a compact absorbing set K ⊂ D
(ii) The equation (3.4) has unique equilibrium x∗ in D.
The basic idea of this method is that if the equilibrium x∗ is locally asymptotically stable,
then the global stability is assured provided that (i) and (ii) hold and the equation (3.4)
has no periodic solution.
Now, a matrix P (x) is choosen in such a way that it will be a nonsingular

(
n
2

)
×
(
n
2

)
matrix valued function x→ P (x) that is defined in C1 on D and it is considered that

B = PfP
−1 + PJ [2]P−1.

where the matrix Pf is (Pij(x))f which is given by

(Pij(x))f = ∇Pij.f(x)

and the jacobian matrix J [2] is the second additive compound matrix of the jacobian

matrix J . Generally for a n× n matrix J = (Ji,j)n =
(
∂fi
∂xj

)
n
, J [2] is a

(
n
2

)
×
(
n
2

)
matrix

and in a special case for n = 3, it is as follows:

J [2] =

 J11 + J22 J23 −J13
J32 J11 + J33 J12
−J31 J21 J22 + J33
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Now, it is considered that the Lozinskii measure Γ of B with respect to a vector norm
|.| in RN where N =

(
n
2

)
, is defined by

Γ(B) = lim
h→0

|I + hB| − 1

h
.

Now, it is proved in [131] that if (i) and (ii) hold as well as the condition

lim
t→∞

sup sup
1

t

∫ t

0

Γ(B(x(s, x0)))ds < 0. (3.5)

then it guarantees that there are no orbits giving rise to a simple rectifiable curve in
D which is invariant for (3.4). Therefore, Li and Muldowney [131] states that if the
conditions (i) and (ii) hold, then the interior equilibrium x∗ is globally asymptotically
stable in D provided that there exist a nonsingular matrix valued function P (x) and
a Lozinskii measure µ such that the condition (3.5) holds. Using this results we have
proved that our proposed system (3.1) is globally asymptotically stable around its inte-
rior equilibrium as follows:

Theorem 3.5 The system (3.1) is globally asymptotically stable around its interior

equilibria if η < { (µβ1+µ1β2)
(1+k1+k2)

− d3 − µ5}/µ2 where the expression of µ2 and µ5 are given
within the proof of this theorem.

Proof. The system (3.1) can be expressed as

dX

dt
= f(X).

where f(X) =

 γy − βx− d1x− β1xz
z+k1x+k2y

βx− d2y − αy2 − β2yz
z+k1x+k2y

µβ1xz
z+k1x+k2y

+ µ1β2yz
z+k1x+k2y

− d3z − ηyz

 and X =

 x
y
z

.

Then the jacobian matrix (J) of the system (3.1) is

J =

 J11 J12 J13
J21 J22 J23
J31 J32 J33


J11 = −β − d1 − β1z(z+k2y)

(z+k1x+k2y)2
, J12 = γ + β1k2xz

(z+k1x+k2y)2
, J13 = − β1x(k1x+k2y)

(z+k1x+k2y)2
,

J21 = β + β2k1yz
(z+k1x+k2y)2

, J22 = −d2 − 2αy − β2z(z+k1x)
(z+k1x+k2y)2

, J23 = − β2y(k1x+k2y)
(z+k1x+k2y)2

,

J31 =
(µβ1z(z+k2y)−k1µ1β2yz)

(z+k1x+k2y)2
, J32 =

(µ1β2z(z+k1x)−µβ1k2xz)
(z+k1x+k2y)2

− ηz,

J33 =
k1x+k2y

(z+k1x+k2y)2
(µβ1x+ µ1β2y)− d3 − ηy.

If J [2] be the second additive compound matrix jacobian matrix of the J , then

J [2] =

 J11 + J22 J23 −J13
J32 J11 + J33 J12
−J31 J21 J22 + J33
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Next, we consider P (X) in C1(D) in such a way that P = diag
{
x
z
, x
z
, x
z

}
and then we

have P−1 = diag
{
z
x
, z
x
, z
x

}
.

Now, Pf = dP
dX

= diag
{
ẋ
z
− x

z2
ż, ẋ

z
− x

z2
ż, ẋ

z
− x

z2
ż
}
, PfP

−1 = diag
{
ẋ
x
− ż

z
, ẋ
x
− ż

z
, ẋ
x
− ż

z

}
and PJ [2]P−1 = J [2].
Also, we have

B = PfP
−1 + PJ [2]P−1 =

(
B11 B12

B21 B22

)
where B11 =

ẋ
x
− ż

z
+ J11 + J22, B12 =

(
J23 −J13

)
, B21 =

(
J32 −J31

)t
and B22 =

(
J11 + J33 J12
J21 J22

)
.

Let us introduce the following vector norm in R3 of the form

|(u, v, w)| = max{|u|, |v|+ |w|}.

where (u, v, w) is the vector in R3 and Lozinskii measure with respect to this norm is
denoted by Γ.
So, Γ(B) ≤ sup{p1, p2} where p1 = Γ1(B11)+ |B12| and p2 = Γ1(B22)+ |B21|, where |B12|,
|B21| are the matrix norms with respect to the L1 vector norm and Γ1 is the Lozinskii
measure with respect to that norm. Then, the required values can be obtained as

Γ1(B11) =
ẋ

x
− ż

z
+ J11 + J22, |B12| = max {|J23|, | − J13|} ,

|B21| = max {|J32|, | − J31|} .

Γ1(B22) =
ẋ

x
− ż

z
+max {J11 + J33 + J21, J12 + J22} .

From the third equation of system (3.1), we have

ż

z
=

µβ1x

z + k1x+ k2y
+

µ1β2y

z + k1x+ k2y
− d3 − ηy.

Then, using the above values we have

p1 =
ẋ

x
− µβ1x

z + k1x+ k2y
− µ1β2y

z + k1x+ k2y
+ d3 + ηy + J11 + J22 +max {|J23|, | − J13|} .

p2 =
ẋ

x
− µβ1x

z + k1x+ k2y
− µ1β2y

z + k1x+ k2y
+ d3 + ηy +max {J11 + J33 + J21, J12 + J22}

+ max {|J32|, | − J31|} .

Therefore, from the above we have

Γ(B) ≤ ẋ

x
− µβ1x

z + k1x+ k2y
− µ1β2y

z + k1x+ k2y
+ d3 + ηy

+ max[max {J11 + J22 + |J23|, J11 + J22 + | − J13|} ,
max {J11 + J33 + J21 + |J32|, J12 + J22 + | − J31|}]. (3.6)
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It is assume that there exists a positive real number µ2 and t1 > 0 such that
µ2 = inf{x(t), y(t), z(t)} when t > t1. Also, we take

µ3 = max {J11 + J22 + |J23|, J11 + J22 + | − J13|} at µ2 = inf{x(t), y(t), z(t)}.

i.e., µ3 = max{−β − d1 −
β1(1 + k2)

(1 + k1 + k2)2
− d2 − 2αµ2 −

β2(1 + k1)

(1 + k1 + k2)2

+
β2(k1 + k2)

(1 + k1 + k2)2
,−β − d1 −

β1(1 + k2)

(1 + k1 + k2)2
− d2 − 2αµ2 −

β2(1 + k1)

(1 + k1 + k2)2

+
β1(k1 + k2)

(1 + k1 + k2)2
}.

µ4 = max {J11 + J33 + J21 + |J32|, J12 + J22 + | − J31|}µ2=inf{x(t),y(t),z(t)} .

i.e., µ4 = max{−β − d1 −
β1(1 + k2)

(1 + k1 + k2)2
+

k1 + k2
(1 + k1 + k2)2

(µβ1 + µ1β2)− d3 − ηµ2

+ β +
β2k1

(1 + k1 + k2)2
+ |(µ1β2(1 + k1)− µβ1k2)

(1 + k1 + k2)2
− ηµ2|, γ +

β1k2
(1 + k1 + k2)2

− d2 − 2αµ2 −
β2(1 + k1)

(1 + k1 + k2)2
+ |(µβ1(1 + k2)− k1µ1β2)

(1 + k1 + k2)2
|}

and µ5 = max{µ3, µ4}.

Therefore, from equation (3.6) we have

Γ(B) ≤ ẋ

x
− µβ1

1 + k1 + k2
− µ1β2

1 + k1 + k2
+ d3 + ηµ2 + µ5.

i.e.,Γ(B) ≤ ẋ

x
−
(

µβ1
1 + k1 + k2

+
µ1β2

1 + k1 + k2
− d3 − ηµ2 − µ5

)
.

Now, integrating the above equation in [0, t] we have∫ t

0

Γ(B)ds ≤ log
x(t)

x(0)
−
(

µβ1
1 + k1 + k2

+
µ1β2

1 + k1 + k2
− d3 − ηµ2 − µ5

)
t.

1

t

∫ t

0

Γ(B)ds ≤ 1

t
log

x(t)

x(0)
−
(

µβ1
1 + k1 + k2

+
µ1β2

1 + k1 + k2
− d3 − ηµ2 − µ5

)
.

lim
t→∞

sup sup
1

t

∫ t

0

Γ(B)ds < −
(

µβ1
1 + k1 + k2

+
µ1β2

1 + k1 + k2
− d3 − ηµ2 − µ5

)
< 0.

Hence, the system (3.1) will be globally asymptotically stable around the interior

equilibria E∗ if η < { (µβ1+µ1β2)
(1+k1+k2)

− d3 − µ5}/µ2.

3.4.4 Hopf bifurcation Analysis

In this section, when any parameter value changed then the stability of the system is
determined. If we change a parameter for a critical value of this parameter then differ-
ent dynamical behavior except stability may occur. The critical value of a parameter for
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which the dynamical behavior of a system is changed, is called the critical point. The
critical value of the parameter is called the bifurcation point. In this chapter, we have
considered (η) (rate of anti-predator behavior of adult prey) as the bifurcation parameter.

Theorem 3.6 The necessary and sufficient conditions for the occurrence of Hopf bi-
furcation at η = η∗ are stated as follows:
(i) σi(η

∗) > 0, i = 1, 2, 3
(ii) σ1(η

∗)σ2(η
∗)− σ3(η

∗) = 0,

(iii) Re
(
dλi
dη

)
η=η∗

̸= 0, i = 1, 2, 3

where λi are the roots of the characteristic equation corresponding to the interior equi-
libria and σ1, σ2 and σ3 are defined within the Theorem 3.4.

Proof. When η = η∗ then the characteristic equation in Theorem 3.4

λ3 + σ1λ+ σ2λ+ σ3 = 0. (3.7)

becomes

(λ2 + σ2)(λ+ σ1) = 0.

since at η = η∗, σ1(η
∗)σ2(η

∗)− σ3(η
∗) = 0.

So, the above characteristic equation has three roots such as λ1 = i
√
σ2, λ2 = −i√σ2

and λ3 = −σ1.
Now, for η ∈ (η∗ − ϵ, η∗ + ϵ), the roots of the characteristic equation are

λ1(η) = ϕ1(η) + iϕ2(η),

λ2(η) = ϕ1(η)− iϕ2(η),

λ3(η) = −σ1.

Now, we verify the transversality condition Re
(
dλi
dη

)
η=η∗

̸= 0, i = 1, 2, 3.

Substituting λ1(η) = ϕ1(η) + iϕ2(η) in equation (3.7) and calculating the derivatives we
have

P (η)ϕ′
1(η)−Q(η)ϕ2(η) + U(η) = 0,

Q(η)ϕ′
1(η) + P (η)ϕ2(η) + V (η) = 0,

where

P (η) = 3ϕ2
1(η) + 2σ1(η)ϕ1(η) + σ2(η)− 3ϕ2

2(η),

Q(η) = 6ϕ1(η)ϕ2(η) + 2σ1(η)ϕ2(η),

U(η) = ϕ2
1(η)σ

′
1(η) + σ′

2(η)ϕ1(η) + σ′
3(η)− σ′

1(η)ϕ
2
2(η),

V (η) = 2ϕ1(η)ϕ2(η)σ
′
1(η) + σ′

2(η)ϕ2(η),
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Now, (
d

dη
(Re(λi(η)))

)
η=η∗

= −Q(η
∗)V (η∗) + P (η∗)U(η∗)

P 2(η∗) +Q2(η∗)
̸= 0, for i = 1, 2

since Q(η∗)V (η∗) + P (η∗)U(η∗) ̸= 0 and λ3(η
∗) = −σ1.

Hence, the theorem is proved.

3.5 The Model without Anti-predator Effects

Taking the rate of anti-predator behavior η = 0 then system (3.1) reduces to the following
form

dx

dt
= γy − βx− d1x−

β1xz

z + k1x+ k2y
dy

dt
= βx− d2y − αy2 − β2yz

z + k1x+ k2y
dz

dt
=

µβ1xz

z + k1x+ k2y
+

µ1β2yz

z + k1x+ k2y
− d3z


(3.8)

System (3.8) has three possible equilibria as

(i) The trivial equilibria Ê0(0, 0, 0).

(ii) The predator free equilibria Ê1(x2, y2, 0) exists if βγ > d2(β + d1)

where x2 =
γ[βγ−d2(β+d1)]

α(β+d1)2
and y2 =

[βγ−d2(β+d1)]
α(β+d1)

.

(iii) The positive interior equilibria Ê∗(x̂
∗, ŷ∗, ẑ∗), where

x̂∗2(β1d3k1 − µβ2
1 − d1µβ1) + γµ1β2ŷ

∗2 + x̂∗ŷ∗(µγβ1 − µ1ββ2 − d1µ1β2 − µ1β1β2 +

β1d3k2) = 0, ẑ∗ = x̂∗(µβ1−d3k1)+ŷ∗(µ1β2−d3k2)
d3

,

µ1αŷ
∗2 + A4ŷ

∗ + A5 = 0 i.e., ŷ∗ =
−A4±

√
A2

4−4µ1αA5x̂∗

2µ1α
,

A4 = µ1d2 + µ1β2 − µγ − d3k2, A5 = µβ + µd1 + µβ1 − µ1β − d3k1.
Case 1: If A5 < 0 then only one positive value of ŷ∗ can be found and its value

becomes ŷ∗ =
−A4+

√
A2

4−4µ1αA5x̂∗

2µ1α
.

Case 2: If A4 < 0 and A5 > 0 then two positive value of ŷ∗ can be found if
A2

4 − 4µ1αA5x̂
∗ > 0.

Lemma 3.1 The predator free equilibria Ê1 of system (3.8) will be locally asymptoti-

cally stable if βγ > d2(β + d1) and d3 >
µβ1γ+µ1β2(β+d1)
k1γ+k2(β+d1)

.

Lemma 3.2 The interior equilibria Ê∗ will be locally asymptotically stable if σ′
1 > 0,

σ′
3 > 0 and σ′

1σ
′
2 − σ′

3 > 0, where σ′
1,σ

′
2 and σ′

3 can be obtained by putting η = 0 in the
expression of σ1,σ2 and σ3 respectively given in Theorem 3.4.
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3.6 Comparison Between Two Models

From the model (3.1), we see that the predator free equilibrium’s locally asymptotically
stability depends on the anti-predator behavior of the adult prey population. Again, it
is also seen from the model (3.1) that for interior equilibrium, the equilibrium biomass
of predator population depends on the equilibrium biomass of juvenile prey and adult
prey population. Also, the equilibrium biomass of predator population decreases with
the increases of the anti-predator behavior of adult prey.

But from the model (3.8), we see that the predator free equilibrium’s locally asymp-
totically stability depends on the death rate of the predator population. If death rate
is greater than some value then predator population vanishes and locally asymptotically
stable. Also, for the interior equilibrium of the model (3.8), the equilibrium biomass of
predator population depends on the biomass of prey and adult prey population but not
depends upon the anti-predator behavior.

3.7 Numerical Simulation

In this section, the dynamical behavior of the proposed model (3.1) has been discussed
numerically using MATLAB. Let us consider a set of parametric values as: γ = 1.5,
β = 0.3, d1 = 0.25, β1 = 0.1, k1 = 0.1, k2 = 0.5, d2 = 0.13, α = 0.14, β2 = 0.2,
µ = 0.3, µ1 = 0.4, d3 = 0.2, η = 0.2. For this set of parametric values Figure 3.1 has
been drawn which shows that the predator free equilibrium E1(13.41, 4.911, 0) is locally
asymptotically stable.
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Figure 3.1: Local stability of the equilibrium point E1.
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Again, we consider another set of parametric values as γ = 1.5, β = 0.29, d1 = 0.25,
β1 = 0.1, k1 = 0.01, k2 = 0.02, d2 = 0.13, α = 0.14, β2 = 0.2, µ = 0.75, µ1 = 0.8,
d3 = 0.25, η = 0.01. Using the above set of parametric values Figure 3.2 has been
drawn. From this figure, it is seen that the interior equilibrium E∗(6.076, 2.579, 3.034)
is locally asymptotically stable.
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Figure 3.2: Local stability of the equilibrium point E∗.

Also, another set of parametric values have been considered as γ = 0.5, β = 2.5, d1 =
0.25, β1 = 0.5, k1 = 1.0, k2 = 1.0, d2 = 0.23, α = 0.1, β2 = 0.29, µ = 0.2, µ1 = 0.7, d3 =
0.11, η = 0.0001. For this set of parametric values Fig.3.3 has been drawn with different
initial conditions. From this figure, it is observed that the interior equilibrium is globally
asymptotically stable.
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Figure 3.3: Global stability of interior equilibrium.
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For the set of parametric values γ = 0.5, β = 2.5, d1 = 0.25, β1 = 0.5, k1 = 1.0, k2 =
1.0, d2 = 0.23, α = 0.09, β2 = 0.29, µ = 0.2, µ1 = 0.98, d3 = 0.11, Figure 3.4 has been
drawn. From this figure, it is observe that when η, the anti-predator behavior of adult
prey crosses 0.00105 then the value of (σ1σ2−σ3) becomes negative. So, here η∗ = 0.00105
is the critical point or bifurcation point and the unstable solution curve with respect to
time and the corresponding Hopf bifurcation diagram of the system have been shown in
Figure 3.5 and Figure 3.6 respectively. From these figure, it is observed that the interior
equilibrium losses its stability as the value of η < η∗.
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Figure 3.4: Represents the value of (σ1σ2 − σ3) with respect to η.
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Figure 3.5: Unstable interior equilibrium for η(= 0.001) < η∗.
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Figure 3.6: Bifurcation diagram for η(= 0.001) < η∗.

Using the same set of parametric values used in Figure 3.4 except η = 0.01, the Figure 3.7
and Figure 3.8 have been drawn. From these figure, it is seen that the unstable system
becomes stable i.e., the interior equilibrium is asymptotically stable. From these figure,
it can be concluded that the anti-predator behavior may act as a control of instability
or chaos.
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Figure 3.7: Stable solution of the system (3.1) when η(= 0.01) > η∗.
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Figure 3.8: Stable solution of the system (3.1) when η(= 0.01) > η∗.

0 2000 4000 6000
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

Time

Ju
ve

ni
le

 p
re

y

 

 

η=0.01

η=0.03

η=0.05

η=0.07

0 2000 4000 6000
0

0.5

1

1.5

2

2.5

Time

Ad
ul

t p
re

y

 

 

η=0.01

η=0.03

η=0.05

η=0.07

0 2000 4000 6000
0

0.1

0.2

0.3

0.4

0.5

0.6

Time

Pr
ed

at
or

 

 

η=0.01

η=0.03

η=0.05

η=0.07

Figure 3.9: Sensitivity analysis with respect to η.
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For the same set of parametric values used in Figure 3.5 with different values of η, Figure
3.9 has been drawn. From this figure, it is observed that as the value of anti-predator
behavior increases then the number of juvenile prey and adult prey increases. Because
due to the increase of anti-predator behavior of adult prey, the predation rate of adult
prey to the predator decreases and also adult prey struggle to save the juvenile prey from
the predation. Again, for the increase of anti-predator behavior of adult prey, predator
population first increases due to availability of juvenile prey but for more higher values
of η predator population gradually deceases and it may extinct.

To compare the results of original system (3.1) and the system (3.8), the following
parametric values has been considered as: γ = 0.5, β = 2.5, d1 = 0.25, β1 = 0.5, k1 =
1.0, k2 = 1.0, d2 = 0.23, α = 0.09, β2 = 0.29, µ = 0.21, µ1 = 0.97, d3 = 0.11, η = 0.01.
Using the above parametric values Figure 3.10 and Figure 3.11 have been drawn. From
these figure, it is seen that for the same set of parametric values the interior equilibrium
is stable for the original system (3.1) but the interior equilibrium is unstable for the
system without anti-predator effects (3.8).
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Figure 3.10: Stable interior equilibrium for the original system (3.1).
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Figure 3.11: Unstable interior equilibrium for the system (3.8).

3.8 Conclusion

Of late mathematical ecology has become a demanding area of research to the scientists
and researchers of different specializations including mathematics, biology, economics
etc. They are engaged to find out the solution of various ecological problems which
evolve with prey-predator interactions, inter and intra-specific competitions, biological
conversations and bio-diversity, extinction and coexistence of populations of different
communities in different environment etc. In this chapter, we intend to study a math-
ematical model on prey-predator system with some anti-predator behavior of the adult
prey populations. This type of system can be observed in red colobus monkeys exhibit
mobbing when threatened by chimpanzees.

In this chapter, we have thoroughly described the dynamical behavior of our proposed
model through both theoretical and numerical experiments. Our investigation ensures
the existence of three possible equilibria including vanishing, predator free and the co-
existence one. The asymptotic local stability analysis of the equilibria shows that all the
equilibria are not only conditionally asymptotically stable but also there is a possibility
of occurring transcritical bifurcation around the trivial equilibrium. Thus, it can be
concluded that the recruitment rate of juvenile prey populations (γ) plays an important
role regarding the existence of entire prey species in the system as a comparative less
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value of γ would tend to the system asymptotically stable around trivial equilibrium (see
Theorem 3.2) where as comparative higher value of γ assures the system existence of
entire prey species (see Theorem 3.3).

We mainly study the behavior of the system around co-existing equilibrium due to its
natural importance. Apart from locally asymptotically stability criteria, we investigate
the existence of Hopf bifurcation and global asymptotic stability criteria of the interior
equilibrium. A geometric method has been applied to investigate the global asymptotic
stability of the proposed system around the interior equilibrium. There are very few
papers on prey predator mathematical model with anti-predator behavior. The existing
paper considered the anti-predator behavior on the whole prey species [230]. But in re-
ality, it is seen that adults prey attacks their vulnerable predators and save the younger
prey from predation. So, in this mathematical model we introduce the anti-predator
behavior term only on the adult prey population. Also, the ratio dependent functional
response function has been considered along with the anti-predator behavior of adult
prey population which are newly introduced in this chapter. From the numerical simu-
lation, it is seen that if the anti-predator behavior (η) of adult prey is less (or greater)
than a critical value (η∗) then the system (3.1) becomes unstable (or stable). Also, from
the sensitivity analysis (see Figure 3.9) of system (3.1) with respect to η, it is observed
that as the value of η increases then the density of juvenile prey and adult prey increases
but the density of predator decreases. It is biologically meaningful, because it helps to
protect juvenile prey from predation. Again, from Figure 3.10 and Figure 3.11, it can be
concluded that η has an important role to stabilize a system. So, from our analysis, it can
be said that the anti-predator behavior has a significant role in a prey-predator dynamics.

Gateway from Chapter 3 to Chapter 4
Species extinction is a great problem for our globe. Extinction of top predator is a great
threat. The next chapter is devoted to study the effects of supplying additional food
to prevent the extinction of top predator. We also study the dynamics of such system
taking into account harvesting effect on top predator.

60



Chapter 4

Effects of Additional Food in

Tritrophic Food Chain Model with

Harvesting Only

4.1 Introduction

Modelling of predator prey interaction is an important topic in mathematical biology due
to its universal existence and importance. It was started with the pioneer work of Lotka
and Volterra [139] in 1956. After Lotka and Volterra, many researchers [98, 148, 160]
investigated several mathematical models to understand predator prey dynamics. The
growth rate of prey and the functional response are the most important factors for mod-
elling of predator prey ecological system. There are many types of growth rates among
them the logistic growth is the mostly used prey growth rate. Holling type functional
responses are commonly used in prey predator interactions. Most of the considered
prey predator models are either two species or three species model. Dynamics of three
species prey predator model are much more complex than a two species model. There
are many unexplored things still there. Three species food chain models are investi-
gated by mathematical biologists and ecologists for the last four decades. Hastings and
Powell [92] found existence of chaos in a three species food chain model. Persistence in
models of three interacting predator-prey populations was reported by Freedman and
Waltman [73]. Nonlinear aspects of competition between three species was investigated
by May and Leonard [149]. Aziz-Alaoui et al. [13,14,128] analyzed a three species preda-
tor prey model with two types of functional responses. Fan and Kuang [67] reported
the effects of Beddington-DeAngelis functional response on a predator prey system. Re-
cently, Panja and Mondal [175] investigated the stability and existence conditions of
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three species predator prey model with Holling type II functional response.

Now, the continuous harvesting may cause the extinction of predator population and
that makes the ecosystem unstable by loosing bio-diversity. Additional food may be
very useful component in ecosystem to prevent the species extinction. It is shown that
the supply of additional food to predator may be useful to control infectious disease
of prey [197]. Again, the effects of additional food may be helpful to stabilize a de-
layed type predator prey system [199]. So, the additional food can change the shape
of an ecological system. Biological control of predator population through the supply
of additional food to the predator was reported by Srinivasu et al. [223] in 2007. Kar
and Chattopadhyay [117] investigated a long run sustain-ability of a predator to be har-
vested in the prey-predator system in the presence of alternative food. Chakraborty and
Das [37] reported the effects of supply additional food in a prey predator system with
constant prey refuge. Most of the previous investigations are done to study the effects
of presence of additional food either in two species prey predator model or in a three
species model with additional food for top predator only.

Realistically it is seen that, the harvesting is an important issue for the conservation
biologist. Determination of optimal harvesting rate is of great importance to avoid
species extinction. Good harvesting strategy is helpful for economic developments of a
country. In 1992, Myerscough et al. [162] reported the effects of predator harvesting and
stoking in a two species predator prey model. Impact of harvesting on two competing fish
species in presence of toxicity was discussed by Kar and Chaudhuri [112]. Chakraborty
et al. [34] reported the effects of prey harvesting in a ratio dependent eco-epidemiological
system. Jana et al. [108] investigated the effects of harvesting and infection on predator
in a prey-predator system. Gupta et al. [86] studied the impact of nonlinear preda-
tor harvesting in a predator prey system. Sahoo and Poria [200] reported the effects
of supplying alternative food in a prey predator model with top predator harvesting.
In their model [200], the top predator can consume only the middle predator and the
middle predator can consume only the prey species. But in many real world ecological
systems [118, 171], the top predator can consume both the middle predator as well as
the prey.

From the above literature review, it is observed that many investigations have been
made on the predator prey system. But till now, there exists some lacunas such as:

There exists few number of mathematical models on predator prey dynamics where
it has been assumed that the top predator consumes both prey and middle predator.
Also, the effects of supplying additional food to the predators have not been studied
extensively by mathematical biologists. Again, there exists very few research papers on
the study of effects of additional food to the predator prey system to control chaos or to
increase harvesting of predator population. But, there is no work considering additional
food to the top predator including the fact that top predator can consume both the
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middle predator as well as the prey and harvesting on top predator.

To overcome these lacunas, a predator prey model in the presence of additional food
has been developed in this chapter. To investigate the effects of additional food and har-
vesting, we propose a three species prey predator model where the top predator consume
both prey and middle predator. In fact, we have investigated the impacts of top predator
to be harvested in the presence of additional food for top predator only. The effects of
variation of additional food and harvesting rate are reported in this study. Bifurcation
analysis is done with respect to harvesting rate and with respect to consumption rate
of prey to the top predator. The optimal harvesting rate is calculated and the effects of
supplying additional food on the system are analyzed.

4.2 Model Formulation

Now, we consider three species food chain model of Hastings and Powell [92] as follows:

dX

dT
= R0X(1− X

K0

)− C1A1XY

B1 +X

dY

dT
=

A1XY

B1 +X
− A2Y Z

B2 + Y
−D1Y

dZ

dT
=

C2A2Y Z

B2 + Y
−D2Z


(4.1)

where T is the time, R0 andK0 are the intrinsic growth rates and the carrying capacity of
prey population X respectively. The conservation rate of prey (X) and middle predator
(Y ) to the top predator (Z) are C−1

1 and C2 respectively. The death rate for middle
predator and top predator are D1 and D2 respectively. Also, the constants A1, A2 and
B1, B2 are the predation rates and half saturation constants respectively. Sahoo and
Poria [200] extended this model (4.1) by introducing additional food to the top predator
only.
Then, Pal et al. [171] extended the model (4.1) by assuming that the top predator
consumes both prey and middle predator. According to their assumption, the model
(4.1) is reduced to the following form

dX

dT
= R0X(1− X

K0

)− C1A1XY

B1 +X
− A3XZ

B3 +X

dY

dT
=

A1XY

B1 +X
− A2Y Z

B2 + Y
−D1Y

dZ

dT
=

C2A2Y Z

B2 + Y
+
C3A3XZ

B3 +X
−D2Z


(4.2)
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where A3, B3 and C3 are the predation rates of top predator, half saturation constant
and conservation rate of prey to the top predator respectively. This type of mathemati-
cal model is the real example of the interaction among Cod fish, Herring fish and Sprat
fish [118].

First, we extend the model (4.2) considering the effects of constant harvesting of top
predator. Since the continuous harvesting may cause the extinction of top predator pop-
ulation, so, we apply additional food (A) (0 ≤ A ≤ 1) to the top predator because it
helps the top predator for faster growth and hence it can reduce the predation pressure of
both the prey population and middle predator population. Supplying of alternative food
to top predator helps to increase its harvesting and henceforth that will be profitable for
economic growth. Incorporating this idea, we modify the model (4.2) into the following
form:

dX

dT
= R0X(1− X

K0

)− C1A1XY

B1 +X
− (1− A)A3XZ

B3 +X

dY

dT
=

A1XY

B1 +X
− (1− A)A2Y Z

B2 + Y
−D1Y

dZ

dT
=

(1− A)C2A2Y Z

B2 + Y
+

(1− A)C3A3XZ

B3 +X
+ (C2A2 + C3A3)AZ −D2Z − EZ.


(4.3)

It is easy to check that for A = 0 the model (4.3) is converted to model (4.2) and for
A = 1 the prey and middle predator have no connection to the top predator. In this
case, the top predator growth depends only on the additional food.

Now, we non-dimensionalize the model (4.3) by taking x = X
K0
, y = C1Y

K0
, z = C1Z

C2K0
,

t = R0T and obtain the following system:

dx

dt
= x(1− x)− a1xy

1 + b1x
− a3(1− A)xz

1 + b3x

dy

dt
=

a1xy

1 + b1x
− a2(1− A)yz

1 + b2y
− d1y

dz

dt
=

a2(1− A)yz

1 + b2y
+
c1a3(1− A)xz

1 + b3x
+ (

a3
b3
c1 + a2c2)Az − d2z − ez


(4.4)

where a1 = A1K0

R0B1
, a2 = A2K0C2

B2R0C1
, a3 = A3C2K0

B3C1R0
, b1 = K0

B1
, b2 = K0

B2C1
, b3 = K0

B3
, d1 = D1

R0
,

d2 = D2

R0
, e = E

R0
, c1 = C1C3

C2
, c2 = C1B2

K0
. We analyze the system (4.4) with initial

conditions x(0) ≥ 0, y(0) ≥ 0, z(0) ≥ 0.
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4.3 Positivity and Boundedness of Solutions

In this section, we have discussed about the positivity and boundedness of solutions of
the proposed system.

Theorem 4.1 All the solutions of the system (4.4) will be nonnegative.

Proof. The first equation of system (4.4) can be rewritten as

dx

x
=

{
(1− x)− a1y

1 + b1x
− a3(1− A)z

1 + b3x

}
dt,

which is of the form dx
x
= ϕ(x, y, z), where ϕ(x, y, z) = (1− x)− a1y

1+b1x
− a3(1−A)z

1+b3x
.

Then integrating, the above equation from [0, t], we have

x(t) = x(0)e
∫ t
0 ϕ(x,y,z)dt > 0,∀t

Again, from the second equation of system (4.4), we have

dy

y
=

{
a1x

1 + b1x
− a2(1− A)z

1 + b2y
− d1

}
dt

which is of the form dy
y
= ψ(x, y, z), where ψ(x, y, z) = a1x

1+b1x
− a2(1−A)z

1+b2y
− d1.

Integrating, the above equation from [0, t], we have

y(t) = y(0)e
∫ t
0 ψ(x,y,z)dt > 0, ∀t

Also, from the last equation of system (4.4), we have

dz

z
=

{
a2(1− A)y

1 + b2y
+
c1a3(1− A)x

1 + b3x
+ (

a3
b3
c1 + a2c2)A− d2 − e

}
dt

which is of the formdz
z
= χ(x, y, z),

where χ(x, y, z) = a2(1−A)y
1+b2y

+ c1a3(1−A)x
1+b3x

+ (a3
b3
c1 + a2c2)A− d2 − e.

Integrating above from [0, t], we have

z(t) = z(0)e
∫ t
0 χ(x,y,z)dt > 0,∀t

Hence, all the solutions of system (4.4) are non-negative.

Theorem 4.2 All solutions of the system (4.4) will be bounded in R3
+ if c1 ≤ 1 and

d2 + e > A(a2c2 +
a3
b3
c1).

Proof. Let us construct a function

W = x+ y + z.
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Taking time derivative of above function, we have

dW

dt
=

dx

dt
+
dy

dt
+
dz

dt

i.e.,
dW

dt
= x(1− x)− a1xy

1 + b1x
− a3(1− A)xz

1 + b3x
+

a1xy

1 + b1x
− a2(1− A)yz

1 + b2y
− d1y

+
a2(1− A)yz

1 + b2y
+
c1a3(1− A)xz

1 + b3x
+ (

a3
b3
c1 + a2c2)Az − d2z − ez

= x(1− x)− d1y −
a3(1− A)xz

1 + b3x
(1− c1)− d2z − ez + (a2c2 +

a3
b3
c1)Az

≤ x(1− x)− d1y −
{
d2 + e− A(a2c2 +

a3
b3
c1)

}
z, since c1 ≤ 1

≤ −x− (x− 1)2 + 1− d1y −
{
d2 + e− A(a2c2 +

a3
b3
c1)

}
z

≤ −α(x+ y + z)− (x− 1)2 + 1

where α=min{1, d1, d2 + e− A(a2c2 +
a3
b3
c1)}, provided that d2 + e > A(a2c2 +

a3
b3
c1).

Therefore,
dW

dt
+ αW ≤ 1

Applying the theory of differential inequality, we have

0 < W <
1− e−αt

α
+W (0)e−αt.

Now, for t → ∞, we have 0 < W < 1
α
. Hence all solutions of system (4.4) will be

bounded in the region Λ = {(x, y, z) ∈ R3 : W = 1
α
+ ϵ, for ϵ > 0}.

Note: Biological meaning of the above condition can be interpreted as the following.
When the conservation rate of top-predator population is less than or equal to one and

d2+e
(a2c2+

a3
b3
c1)

> A, then the solutions of the system (4.4) will be bounded.

4.4 Different Equilibria and Their Stability Analysis

The system (4.4) has five possible equilibria as

(i) The trivial equilibrium E0(0, 0, 0).

(ii) The axial equilibrium E1(1, 0, 0).

(iii) The top predator free equilibrium E2(x̄, ȳ, 0) where x̄ = d1
(a1−b1d1) , ȳ = a1−(b1+1)d1

(a1−b1d1)2

exists if a1 > (b1 + 1)d1.
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(iv) The middle predator free equilibrium E3(x̂, 0, ẑ) where x̂ =
{(d2+e)−(

a3
b3
c1+a2c2)A}

c1a3−b3(d2+e)+a2c2b3A ,

ẑ = (1−x̂)(1+b3x̂)
a3(1−A) .

(v) The interior equilibrium E∗(x∗, y∗, z∗) where

(1− x∗)− a1y∗

1+b1x∗
− a3(1−A)z∗

1+b3x∗
= 0

y∗ =
(d2+e)−(

a3
b3
c1+a2c2)A− c1a3(1−A)x∗

1+b3x
∗

a2(1−A)−b2
[
(d2+e)−(

a3
b3
c1+a2c2)A− c1a3(1−A)x∗

1+b3x
∗

] , exists if (d2 + e) > (a3
b3
c1 + a2c2)A−

c1a3(1−A)x∗
1+b3x∗

and a2(1− A) > b2

[
(d2 + e)− (a3

b3
c1 + a2c2)A− c1a3(1−A)x∗

1+b3x∗

]
.

z∗ =

(
a1x

∗
1+b1x

∗−d1
)
(1+b2y∗)

a2(1−A) , exists if
(

a1x∗

1+b1x∗
> d1

)
.

Theorem 4.3 The trivial equilibrium of system (4.4) is always unstable.

Proof. The characteristic equation of the system (4.4) at the trivial equilibrium is
given by

(λ− 1) (λ+ d1)

(
λ− [(c1

a3
b3

+ a2c2)A− d2 − e]

)
= 0

Eigenvalues of this equation are 1,−d1 and [(c1
a3
b3

+ a2c2)A − d2 − e]. Since the two
eigenvalues 1 and −d1 are opposite in sign, so the trivial equilibrium is unstable.

Theorem 4.4 The axial equilibrium E1(1, 0, 0) of system (4.4) will be locally asymp-

totically stable if a1
1+b1

< d1 and A <
(d2+e)− c1a3

1+b3

a2c2+c1
a3
b3

− c1a3
1+b3

.

Proof. The characteristic equation of system (4.4) at E1(1, 0, 0) is given by

(λ+ 1)

(
λ− a1

1 + b1
+ d1

)(
λ− c1a3(1− A)

1 + b3
− a2c2A+ d2 + e

)
= 0

Eigenvalues of the above equation are λ1 = −1, λ2 = a1
1+b1

− d1 and λ3 = c1a3(1−A)
1+b3

+
a2c2A− d2 − e. So the equilibrium E1 will be locally asymptotically stable if a1

1+b1
< d1

and A <
(d2+e)− c1a3

1+b3

a2c2+c1
a3
b3

− c1a3
1+b3

.

Theorem 4.5 Top predator free equilibrium E2(x̄, ȳ, 0) of system (4.4) will be locally
asymptotically stable if B33 < 0, B11 + B22 < 0 and B11B22 − B12B21 > 0 where
B11, B12, B21 and B22 are given within the proof.

Proof. The characteristic equation of system (4.4) at E2(x̄, ȳ, 0) is given by

(λ−B33)
(
λ2 − λ(B11 +B22) +B11B22 −B12B21

)
= 0

where B11 = 1 − 2x̄ − a1ȳ
(1+b1x̄)2

, B12 = − a1x̄
1+b1x̄

, B21 = a1ȳ
(1+b1x̄)2

, B22 = a1x̄
1+b1x̄

− d1,

B33 =
a2(1−A)ȳ
1+b2ȳ

+ c1a3(1−A)x̄
1+b3x̄

+ (c1
a3
b3

+ a2c2)A− d2 − e.
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So, the equilibrium E2 will be locally asymptotically stable if B33 < 0, B11 + B22 < 0
and B11B22 − B12B21 > 0. From the above conditions for local stability of top preda-

tor free equilibrium E2, we have A <
[d2+e− a2ȳ

1+b2ȳ
− c1a3x̄

1+b3x̄
]

[(
a3
b3
c1+a2c2)− a2ȳ

1+b2ȳ
− c1a3x̄

1+b3x̄
]
, d1 > 1−2x̄− a1ȳ

(1+b1x̄)2
+ a1x̄

1+b1x̄

and (1− 2x̄)( a1x̄
(1+b1x̄)

− d1) +
a1d1ȳ

(1+b1x̄)2
> 0.

Theorem 4.6 Middle predator free equilibrium E3(x̂, 0, ẑ) of system (4.4) will be lo-
cally asymptotically stable if M22 < 0, M11+M33 < 0 and M11M33−M13M31 > 0 where
M11,M13,M31 and M33 are given within the proof.

Proof. The characteristic equation of system (4.4) at E3(x̂, 0, ẑ) is given by

(λ−M22)
(
λ2 − λ(M11 +M33) +M11M33 −M13M31

)
= 0

where M11 = 1 − 2x̂ − a3(1−A)ẑ
(1+b3x̂)2

, M13 = −a3(1−A)x̂
1+b3x̂

,M22 = a1x̂
1+b1x̂

− a2(1 − A)ẑ − d1,

M31 =
c1a3(1−A)ẑ
(1+b3x̂)2

, M33 =
c1a3(1−A)x̂

1+b3x̂
+
(
c1
a3
b3

+ a2c2

)
A− d2 − e.

So, the equilibrium E3 will be locally asymptotically stable if M22 < 0, (M11 +M33) < 0
and M11M33 −M13M31 > 0.
From the conditions of local stability of middle predator free equilibrium E3, we have[

1−2x̂−d2−e− a3ẑ

(1+b3x̂)
2+

c1a3x̂
(1+b3x̂)

]
[
c1a3x̂

(1+b3x̂)
− a3ẑ

(1+b3x̂)
2−

(
c1
a3
b3

+a2c2
)] < A <

[
1− 1

a2ẑ

(
a1x̂

1+b1x̂
− d1

)]
and{(

c1
a3
b3

+ a2c2

)
− d2 − e

}[
1− 2x̂− a3(1−A)ẑ

(1+b3x̂)2

]
+ (1− 2x̂) c1a3(1−A)x̂

(1+b3x̂)
> 0.

Theorem 4.7 Interior equilibrium E∗(x∗, y∗, z∗) of system (4.4) will be locally asymp-
totically stable if σ1 > 0, σ3 > 0 and σ1σ2 − σ3 > 0.

Proof. The characteristic equation of system (4.4) at E∗(x∗, y∗, z∗) is given by

λ3 + σ1λ
2 + σ2λ+ σ3 = 0

where σ1 = −(N11 +N22 +N33), σ2 = N11N22 +N11N33 +N22N33 −N12N21 −N13N31 −
N23N32, σ3 = N11N23N32+N12N21N33+N13N31N22−N11N22N33−N12N31N23−N13N21N32,
N11 = 1− 2x∗ − a1y∗

(1+b1x∗)2
− a3(1−A)z∗

(1+b3x∗)2
, N12 = − a1x∗

1+b1x∗
, N13 = −a3(1−A)x∗

1+b3x∗
, N21 =

a1y∗

(1+b1x∗)2
,

N22 = a1x∗

1+b1x∗
− a2(1−A)z∗

(1+b2y∗)2
− d1, N23 = −a2(1−A)y∗

1+b2y∗
, N31 = c1a3(1−A)z∗

(1+b3x∗)2
, N32 = a2(1−A)z∗

(1+b2y∗)2
and

N33 =
a2(1−A)y∗
(1+b2y∗)2

+ c1a3(1−A)x∗
1+b3x∗

+
(
c1
a3
b3

+ a2c2

)
A− d2 − e.

Hence, according to Routh-Hurwith criteria the interior equilibrium E∗ will be locally
asymptotically stable if σ1 > 0, σ3 > 0 and σ1σ2 − σ3 > 0.
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Theorem 4.8 The system (4.4) is globally asymptotically stable around its interior
equilibria if µ2 > 0 and the expression of µ2 is given within the proof of this theorem.

Proof. The system (4.4) can be expressed as

dX

dt
= f(X)

where f(X) =

 x(1− x)− a1xy
1+b1x

− a3(1−A)xz
1+b3x

a1xy
1+b1x

− a2(1−A)yz
1+b2y

− d1y
a2(1−A)yz

1+b2y
+ c1a3(1−A)xz

1+b3x
+ (a3

b3
c1 + a2c2)Az − d2z − ez

 andX =

 x
y
z

.

Then the jacobian matrix (J) of the system (4.4) is

J =

 J11 J12 J13
J21 J22 J23
J31 J32 J33


where J11 = 1− 2x− a1y

(1+b1x)2
− a3(1−A)z

(1+b3x)2
, J12 = − a1x

1+b1x
, J13 = −a3(1−A)x

1+b3x
,

J21 =
a1y

(1+b1x)2
, J22 =

a1x
1+b1x

− a2(1−A)z
(1+b2y)2

− d1, J23 = −a2(1−A)y
1+b2y

,

J31 =
c1a3(1−A)z
(1+b3x)2

, J32 =
a2(1−A)z
(1+b2y)2

,

J33 =
a2(1−A)y
1+b2y

+ c1a3(1−A)x
1+b3x

+ (a3
b3
c1 + a2c2)A− d2 − e.

If J [2] be the second additive compound matrix [131] jacobian matrix of the J , then

J [2] =

 J11 + J22 J23 −J13
J32 J11 + J33 J12
−J31 J21 J22 + J33

 =

 L1 J23 −J13
J32 L2 J12
−J31 J21 L3


where L1 = J11 + J22, L2 = J11 + J33 and L3 = J22 + J33.
Next, we consider P (X) in C1(D) in such a way that P = diag

{
x
z
, x
z
, x
z

}
and then we

have P−1 = diag
{
z
x
, z
x
, z
x

}
.

Now, Pf = dP
dX

= diag
{
ẋ
z
− x

z2
ż, ẋ

z
− x

z2
ż, ẋ

z
− x

z2
ż
}
, PfP

−1 = diag
{
ẋ
x
− ż

z
, ẋ
x
− ż

z
, ẋ
x
− ż

z

}
and PJ [2]P−1 = J [2].
Also, we have

B = PfP
−1 + PJ [2]P−1 =

(
B11 B12

B21 B22

)
where B11 =

ẋ
x
− ż

z
+ L1, B12 =

(
J23 −J13

)
=
(

−a2(1−A)y
1+b2y

a3(1−A)x
1+b3x

)
,

B21 =
(
J32 −J31

)t
=

(
a2(1−A)z
(1+b2y)2

− c1a3(1−A)z
(1+b3x)2

)
and B22 =

(
ẋ
x
− ż

z
+ J11 + J33 J12
J21

ẋ
x
− ż

z
+ J22 + J33

)
=

( ẋ
x
− ż

z
+ L2 − a1x

1+b1x
a1y

(1+b1x)2
ẋ
x
− ż

z
+ L3

)
.

Let us introduce the following vector norm in R3 of the form

|(u, v, w)| = max{|u|, |v|+ |w|}
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where (u, v, w) is the vector in R3 and Lozinskii measure with respect to this norm is
denoted by Γ.
So, Γ(B) ≤ sup{q1, q2} where q1 = Γ1(B11)+ |B12| and q2 = Γ1(B22)+ |B21|, where |B12|,
|B21| are the matrix norms with respect to the L1 vector norm and Γ1 is the Lozinskii
measure with respect to that norm. Then, the required values can be obtained as

Γ1(B11) =
ẋ

x
− ż

z
+ L1, |B12| = max

{
| − a2(1− A)y

1 + b2y
|, |a3(1− A)x

1 + b3x
|
}
,

|B21| = max

{
|a2(1− A)z

(1 + b2y)2
|, | − c1a3(1− A)z

(1 + b3x)2
|
}

Γ1(B22) =
ẋ

x
− ż

z
+max

{
L2 +

a1y

(1 + b1x)2
, L3 −

a1x

1 + b1x

}

From the third equation of system (4.4) we have

ż

z
=
a2(1− A)y

1 + b2y
+
c1a3(1− A)x

1 + b3x
+ (

a3
b3
c1 + a2c2)A− (d2 + e)

Then, using the above values we have

q1 =
ẋ

x
− a2(1− A)y

1 + b2y
− c1a3(1− A)x

1 + b3x
− (

a3
b3
c1 + a2c2)A+ (d2 + e) + L1

+ max

{
| − a2(1− A)y

1 + b2y
|, |a3(1− A)x

1 + b3x
|
}

q2 =
ẋ

x
− a2(1− A)y

1 + b2y
− c1a3(1− A)x

1 + b3x
− (

a3
b3
c1 + a2c2)A+ (d2 + e)

+ max

{
L2 +

a1y

(1 + b1x)2
, L3 −

a1x

1 + b1x

}
+max

{
|a2(1− A)z

(1 + b2y)2
|, | − c1a3(1− A)z

(1 + b3x)2
|
}

Therefore, from the above we have

Γ(B) ≤ sup {q1, q2}

≤ ẋ

x
− a2(1− A)y

1 + b2y
− c1a3(1− A)x

1 + b3x
− (

a3
b3
c1 + a2c2)A+ (d2 + e) + L1

+ max
{
L2 +

a1y

(1 + b1x)2
+
a2(1− A)z

(1 + b2y)2
+ | − a2(1− A)y

1 + b2y
|,

L3 −
a1x

1 + b1x
+
a3(1− A)x

1 + b3x
+ | − c1a3(1− A)z

(1 + b3x)2
|
}
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Substituting the values of L1, L2 and L3, the above reduces to the form

Γ(B) ≤ sup {q1, q2}

≤ ẋ

x
−
[
2x+

a1y

(1 + b1x)2
+
a3(1− A)z

(1 + b3x)2
+
a2(1− A)z

(1 + b2y)2
− a1x

1 + b1x
+ d1 − 1

− max
{
1− 2x− a3(1− A)z

(1 + b3x)2
+
a2(1− A)z

(1 + b2y)2
+ | − a2(1− A)y

1 + b2y
|,

a3(1− A)x

1 + b3x
− a2(1− A)z

(1 + b2y)2
− d1 + | − c1a3(1− A)z

(1 + b3x)2
|
}]

(4.5)

It is assume that there exists a positive real number µ1 and t1 > 0 such that
µ1 = inf{x(t), y(t), z(t)} when t > t1. Also, let us take

µ2 = 2µ1 +
a1µ1

(1 + b1µ1)2
+
a3(1− A)µ1

(1 + b3µ1)2
+
a2(1− A)µ1

(1 + b2µ1)2
− a1µ1

1 + b1µ1

+ d1 − 1

− max
{
1− 2µ1 −

a3(1− A)µ1

(1 + b3µ1)2
+
a2(1− A)µ1

(1 + b2µ1)2
+ | − a2(1− A)µ1

1 + b2µ1

|,

a3(1− A)µ1

1 + b3µ1

− a2(1− A)µ1

(1 + b2µ1)2
− d1 + | − c1a3(1− A)µ1

(1 + b3µ1)2
|
}

Therefore, from equation (4.5) we have

Γ(B) ≤ ẋ

x
− µ2

Now, integrating the above equation in [0, t] we have∫ t

0

Γ(B)ds ≤ log
x(t)

x(0)
− µ2t

1

t

∫ t

0

Γ(B)ds ≤ 1

t
log

x(t)

x(0)
− µ2

lim
t→∞

sup sup
1

t

∫ t

0

Γ(B)ds < −µ2 < 0 if µ2 > 0

Hence, the system (4.4) will be globally asymptotically stable around the interior equi-
libria E∗ if µ2 > 0.

4.5 Hopf bifurcation Analysis

Hopf bifurcation is a critical point where a system’s stability switches and a periodic
solution arises. It is a local bifurcation in which a fixed point of a dynamical system
losses its stability as a pair of complex conjugate eigenvalues crosses the complex plane
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imaginary axis [91, 260]. In this chapter, we have considered a3 (predation rate of prey
to the top predator) and e (harvesting effort) as the bifurcation parameters.

Theorem 4.9 The necessary and sufficient conditions for the occurrence of Hopf bi-
furcation at a3 = a∗3 are stated as follows:
(i) σi(a

∗
3) > 0, i = 1, 2, 3

(ii) σ1(a
∗
3)σ2(a

∗
3)− σ3(a

∗
3) = 0

(iii) Re
(
dλi
da3

)
a3=a∗3

̸= 0, i = 1, 2, 3

where λi are the roots of the characteristic equation corresponding to the interior equi-
libria and σ1, σ2 and σ3 are defined within the Theorem 4.7.

Proof. At the point a3 = a∗3, the characteristic equation in Theorem 4.7

λ3 + σ1λ
2 + σ2λ+ σ3 = 0. (4.6)

becomes

(λ2 + σ2)(λ+ σ1) = 0,

since at a3 = a∗3, σ1(a
∗
3)σ2(a

∗
3)− σ3(a

∗
3) = 0.

So, the above characteristic equation has three roots such as λ1 = i
√
σ2, λ2 = −i√σ2

and λ3 = −σ1.
Now, for a3 ∈ (a∗3 − ϵ, a∗3 + ϵ), the roots of the characteristic equation are

λ1(a3) = ϕ1(a3) + iϕ2(a3),

λ2(a3) = ϕ1(a3)− iϕ2(a3),

λ3(a3) = −σ1.

Next, we want to verify the transversality condition Re
(
dλi
da3

)
a3=a∗3

̸= 0, i = 1, 2, 3.

Substituting λ1(a3) = ϕ1(a3) + iϕ2(a3) in equation (4.6) and calculating the derivatives
we have

P (a3)ϕ
′
1(a3)−Q(a3)ϕ2(a3) + U(a3) = 0,

Q(a3)ϕ
′
1(a3) + P (a3)ϕ2(a3) + V (a3) = 0,

where

P (a3) = 3ϕ2
1(a3) + 2σ1(a3)ϕ1(a3) + σ2(a3)− 3ϕ2

2(a3),

Q(a3) = 6ϕ1(a3)ϕ2(a3) + 2σ1(a3)ϕ2(a3),

U(a3) = ϕ2
1(a3)σ

′
1(a3) + σ′

2(a3)ϕ1(a3) + σ′
3(a3)− σ′

1(a3)ϕ
2
2(a3),

V (a3) = 2ϕ1(a3)ϕ2(a3)σ
′
1(a3) + σ′

2(a3)ϕ2(a3)
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Now, P (a∗3) = −2σ2(a
∗
3), Q(a

∗
3) = 2σ1(a

∗
3)
√
σ2(a∗3), U(a

∗
3) = σ′

3(a
∗
3) − σ′

1(a
∗
3)σ2(a

∗
3),

V (a∗3) = σ′
2(a

∗
3)
√
σ2(a∗3). Therefore,(

d

da3
(Re(λi(a3)))

)
a3=a∗3

= −Q(a
∗
3)V (a∗3) + P (a∗3)U(a

∗
3)

P 2(a∗3) +Q2(a∗3)
̸= 0, for i = 1, 2

if Q(a∗3)V (a∗3) + P (a∗3)U(a
∗
3) ̸= 0 and λ3(a

∗
3) = −σ1 ̸= 0.

Therefore, transversality conditions hold. This indicates that Hopf bifurcation occurs at
a3 = a∗3. Hence the theorem is proved.

4.6 Optimal Control Theory Applied in Harvesting

In commercial exploitation of renewable resources, our main target is to determine the
optimal trade off between the present and future harvest. In this section, we study the
optimal harvesting policy by considering the profit earned by harvesting. Here, quadratic
cost is used and the main reason behind this is to find the analytical expression for
the optimal harvesting. It is assumed that the price is a function which is inversely
proportional to the available biomass of top predator population. Let h1, p1 and w1

be the constant harvesting cost per unit effort, the constant price per unit biomass of
predator and economic constant respectively. Thus to maximize the total discounted net
revenues from the model, the optimal control problem can be formulated as follows:

J(e) =

∫ t1

t0

e−δ1t [(p1 − w1ez)ez − h1e] dt (4.7)

where δ1 is the instantaneous annual discount rate. Here, the control e is bounded in 0 ≤
e ≤ emax and our target is to find out an optimal control e0 such that J(e0) = maxe∈UJ(e)
where U is the control set defined by U = {e: e is measurable and 0 ≤ e ≤ emax, for all
t}. The problem (4.7) is solved by Pontryagin’s maximum principle [183] subject to the
initial condition system (4.4) and to optimize the objective function J(e), we construct
the Hamiltonian H as follows:

H = (p1 − w1ez)ez − h1e+ λ1

{
x(1− x)− a1xy

1 + b1x
− a3(1− A)xz

1 + b3x

}
+λ2

{
a1xy

1 + b1x
− a2(1− A)yz

1 + b2y
− d1y

}
+λ3

{
a2(1− A)yz

1 + b2y
+
c1a3(1− A)xz

1 + b3x
+ (

a3
b3
c1 + a2c2)Az − d2z − ez

}
.

where λ1, λ2 and λ3 are the adjoint variables and the transversality conditions are
λi(t1) = 0, for i = 1, 2, 3. Using the optimality condition ∂H

∂e
= 0, the optimal effort eδ1

can be obtained as follows:

eδ1 =
p1z − h1 − λ3z

2w1z2
.
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Now, the adjoint equations are

dλ1
dt

= δ1λ1 −
∂H

∂x
.

=

(
δ1 + 2x+

a1y

(1 + b1x)2
+
a3(1− A)z

(1 + b3x)2
− 1

)
λ1 −

a1y

(1 + b1x)2
λ2

− c1a3(1− A)z

(1 + b3x)2
λ3. (4.8)

dλ2
dt

= δ1λ2 −
∂H

∂y
.

=

(
a1x

1 + b1x

)
λ1 +

(
δ1 + d1 +

a2(1− A)z

(1 + b2y)2
− a1x

1 + b1x

)
λ2 −

a2(1− A)z

(1 + b2y)2
λ3. (4.9)

dλ3
dt

= δ1λ3 −
∂H

∂z
.

=

(
a3(1− A)x

1 + b3x

)
λ1 +

(
a2(1− A)y

1 + b2y

)
λ2

+

(
δ1 + d2 + e− a2(1− A)y

1 + b2y
− c1a3(1− A)x

1 + b3x
− (

a3
b3
c1 + a2c2)A

)
λ3 − p1e+ 2w1e

2z.

(4.10)

The above results is described in the following theorem.

Theorem 4.10 There exists an optimal control eδ1 and the corresponding solutions
of the system (4.4) (xδ1 , yδ1 , zδ1) which optimize the objective functional J over the re-
gion U . Then, there exists adjoint variables λ1, λ2 and λ3 which satisfies the equations
(4.8− 4.10) with transversality conditions λi(t1) = 0 for i = 1, 2, 3, where at the optimal
harvesting level the values of the state variables x, y and z are xδ1 , yδ1 and zδ1 and the

optimal control is given by eδ1 =
p1zδ1−h1−λ3zδ1

2w1z2δ1
.

4.7 Numerical Simulation

We have solved the system (4.4), numerically using MATLAB to get better insight of
the proposed model. Numerical simulations are done choosing biologically meaningful
parameters from Table 4.1.
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Table 4.1: Estimation of parameters

Parameter name Value Reference

a1 5.0 [92]

a2 0.1 [92]

a3 (0.0− 0.4) [171]

b1 3.0 [92]

b2 2.0 [92]

b3 2.0 [92]

d1 0.4 [92]

d2 0.01 [92]

c1 0.2835 Assumed

c2 0.28 Assumed

Using the above set of parametric values, time evolution of prey, middle predator and
top predator are drawn in Figure 4.1. From this figure, it is observed that the system
(4.4) is locally asymptotically stable around interior equilibrium (0.6211, 0.06288, 7.945).
Also, the eigenvalues of the Jacobian matrix at the interior points are −0.2577,−0.0202−
0.0761i,−0.0202 + 0.0761i that is the conditions of local stability are satisfied.
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Figure 4.1: Time evolution of prey, middle predator and top predator.
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Taking different initial conditions and parametric values given in Table 4.1, Figure 4.2
has been drawn. From this figure, it is observed that all the solutions converges to the
interior equilibrium point. Also from Theorem 4.8, we have calculated µ2 = 0.87 > 0
and so it can be concluded that the interior equilibrium is globally asymptotically stable.
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Figure 4.2: Global stability of interior equilibrium point is shown.

Form Figure 4.3, it is seen that when we change the predation rate a3 of the prey to the
top predator from 0.0 to 0.4 then the system (4.4) undergoes bifurcation. According to
Theorem 4.9, we have calculated the critical value of the predation rate a3 is 0.088. So,
in the absence of alternative food the predation rate (a3) makes the system unstable.
Also, the system (4.4) shows complex dynamics in the range 0 ≤ a3 ≤ 0.03 which is
observed in Figure 4.3. In higher predation rate of prey to the top predator (0.32 ≤
a3 ≤ 0.4) then prey population may extinct. The system shows stable steady state for
prey population in (0.08 ≤ a3 ≤ 0.21). Again, the system shows stable steady state
for middle predator population in (0.09 ≤ a3 ≤ 0.13). But in higher predation rate
(0.13 < a3 ≤ 0.4) middle predator population may extinct. Also, the system shows
stable steady state for top predator population in (0.08 ≤ a3 ≤ 0.21). Oscillatory
behaviour of top predator population is observed in the range (a3 > 0.21).
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Figure 4.3: Bifurcation diagram with respect to a3.
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Figure 4.4: Time evolution of prey, middle predator and top predator.
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Using the same set of parametric values given in Table 4.1 except a3 = 0.08 the unstable
solution curve of top-predator population with respect time in the absence of additional
food has been shown in Figure 4.4. But supplying additional food (A = 0.13) to top
predator makes the system stable which is also shown in Figure 4.5. So, it is concluded
that additional food may act as controller of the dynamics of the model.
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Figure 4.5: Stable solution of system (4.4) in the presence of additional food.

If the consumption rate of prey to the predator (i.e., a3) is 0.001 then the change of
harvesting effort (e) from 0 to 0.01 in the absence of additional food makes the sys-
tem unstable which have been shown in Figure 4.6. We observe from this figure that
prey, middle predator and top predator shows coexistence with complex dynamical be-
haviour, especially in spite of danger or hardship if e < 0.0028, oscillatory behaviour in
0.0028 ≤ e < 0.003375 and shows stable steady state for 0.003375 ≤ e < 0.006675 and
prey and top predator population will be extinct if e ≥ 0.006675.

In the presence of additional food the change of prey population have been presented in
Figure 4.7 by using same set of parametric values used in Figure 4.6. From this figure
when A = 0.1, it is observed that the prey population shows oscillatory behaviour in
(0 ≤ e ≤ 0.00036 and 0.0043 < e < 0.00475), struggle of existence in 0.0016 ≤ e < 0.0043
and this figure shows stable coexistence for 0.00036 < e < 0.0016, 0.00476 < e < 0.00772
and for e ≥ 0.00772 prey population will extinct. But, when the source or amount of
additional food increases then the prey population able to survive even if the harvesting
effort is high.

78



4.7. NUMERICAL SIMULATION

0 0.005 0.01
0

0.2

0.4

0.6

0.8

1

e

P
r
e

y

A=0.0

0 0.005 0.01
0

0.2

0.4

0.6

0.8

1

e

M
id

d
le

 p
r
e
d
a
to

r
A=0.0

0 0.005 0.01
0

2

4

6

8

10

e

T
o
p
 p

r
e
d
a
to

r

A=0.0

Figure 4.6: Bifurcation diagram of the system (4.4) with respect to e.
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Figure 4.7: Bifurcation diagram of prey with respect to harvesting effort (e).

Again, in the presence of additional food the change of middle predator population
have been shown in Figure 4.8. From this figure when A = 0.1, it is seen that the
middle predator population shows oscillatory behaviour in (0.00036 < e < 0.0016 and
0.0043 < e < 0.00475), struggle for existence for 0.0016 ≤ e < 0.0043 and this figure
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shows stable solution for and for e > 0.00476 middle predator population cannot be
extinct. But when the value of source of additional food increases then the critical value
of harvesting effort increases and there will be no extinction risk for middle predator
population. So, the supply of additional food to the top predator prevent the extinction
risk of middle predator and also decrease the predation pressure of middle predator.
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Figure 4.8: Bifurcation diagram of middle predator with respect to harvesting effort (e).
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Figure 4.9: Bifurcation diagram of top predator with respect to harvesting effort (e).
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4.7. NUMERICAL SIMULATION

Also, in the presence of additional food the change of top predator population have
been also given in Figure 4.9. From this figure when A = 0.1, it is seen that the
top predator population shows oscillatory behaviour in (0.00036 < e < 0.0016 and
0.0043 < e < 0.00475), struggle for existence for 0.0016 ≤ e < 0.0043 and this figure
shows stable solution for 0.00475 ≤ e < 0.00772 and for e ≥ 0.00772 top predator popu-
lation will extinct. But, when the value of source of additional food increases then the
critical value of harvesting effort increases and the top predator population extinct for
more higher value of the harvesting effort. Thus, the supply of additional food to the
top predator may help to exist even if harvesting effort is high.

Here, we have considered a set of parametric values to solve optimal control problem
as δ1 = 0.01, p1 = 3.5, w1 = 7.5, h1 = 0.1 and other values are same as Figure 4.1. To
find the solution of the optimal control problem, first we use forward forth order Runge-
Kutta method to solve the state variables of equation (4.4) with non-negative initial
conditions. Then we solve the adjoint variables equations from (4.8− 4.10) using back-
ward forth order Runge-Kutta method with the conditions λi(t1) = 0.0 for i = 1, 2, 3.
For the said parametric values, Figure 4.10 has been drawn which are the state variables
in the presence of optimal harvesting. Figure 4.11 shows the variation of optimal har-
vesting with the change of additional food. From this figure, it is seen that the harvesting
rate increases as the supply of additional food increases.
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Figure 4.10: Represents state variables.
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Figure 4.11: Variation of optimal harvesting with additional food.
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Figure 4.12: Variation of harvesting effort with respect to different cost.
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4.8. CONCLUSION

Again, from Figure 4.12, it is observed that the harvesting effort (e) increases if the
constant price per unit biomass of top predator (p1) and the instantaneous annual dis-
count rate δ1 increases. Also, it is observed that constant harvesting cost per unit effort
(h1) and economic constant (w1) increases then the harvesting effort gradually decreases.
Next Figure 4.13 represents the adjoint variables of the optimal control problem and it
is seen that ultimately their values becomes zero at the end of the time.
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Figure 4.13: Adjoint variables.

4.8 Conclusion

In this work, we intend to study a mathematical model on prey predator system to be
consisted of prey, middle predator and top predator in which some additional food is
supplied to the top predator population. This type of mathematical model is the real
example of the interaction between Cod fish, Herring fish and Sprat fish. Here, we have
considered the ecosystem where the middle predator acts as a prey as well as predator
and the top predator consumes both prey and middle predator. The non-negativity and
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boundedness of solutions of the system have been shown theoretically. Different equi-
librium points are determined and their local stability analysis have been done. Hopf
bifurcation analysis has been done with respect to the predation rate (a3) of prey to the
top predator and the harvesting effort (e) of the top predator. Also, Pontryagins maxi-
mum principle is used to obtain the optimal harvesting effort such that the discounted
net revenue will be maximum and top predator population will not be extincted.

From this study, it is observed that the supply of some additional food to the top preda-
tor may be very useful to stabilize the system dynamics which was originally unstable in
absence of additional food. From this result, it is concluded that an additional food may
control the instability or chaos of the system (4.4). Also, from numerical results, it is
concluded that the supply of additional food to the top predator decrease the predation
pressure on the prey as well as middle predator. The extinction risk of the top predator
population has been effectively reduced due to the additional food. Again, from the op-
timal control problem, it can be concluded that for a constant value of additional food,
if we increase the cost of unit biomass of top predator (p1) and annual instantaneous
discount rate (δ1), then the harvesting effort gradually increases. But if the economic
constant (w1) and cost of harvesting effort per unit biomass (h1) increases, then the har-
vesting effort gradually decreases. This study may be useful for conservation biologists
for conservation of species. Another application of this model may be found in a fishery
to increase the harvesting rate by supplying suitable additional food.

Gateway from Chapter 4 to Chapter 5
Apart from additional food, the role of refuge is of great concern in population dynam-
ics. In the next chapter, the effects of refuge of predator population and the supply of
additional food for super predator have been studied including the harvesting of super
predator.
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Chapter 5

Effects of Additional Food in a

Predator-Prey System Incorporating

Refuge and Harvesting

5.1 Introduction

In the present days, the ecological modelling is highly demandable area of research to
the applied mathematicians and theoretical ecologists due to its universal existence and
importance. Mathematical models help better understanding of dynamical behaviors
of a real life problems. It is seen that the functional response has great importance on
ecological modelling. In predator-prey model, it is the intake rate of a predator as a func-
tion of prey density. A predator prey model with predator interference and Holling type
I functional response was explored by Gunog and DeAngelis [85]. Madhusudanan and
Vijaya [145], Panja and Mondal [175], Liu et al. [135] investigated the effects of Holling
type II functional response on predator-prey model. Morozov [156] studied the impact
of Holling type III functional response on predator-prey interaction. Then, Baek [16]
investigated the influence of Holling type IV functional response and impulsive pertur-
bation on predator-prey dynamics. From these literature survey, it is observed that,
these functional responses are dependent on only prey density. But, in reality the intake
rate may depend on prey and predator both. Including the effects of prey and predator
both, Flores and Gonzlez-Olivares [71] reported the effects of ratio dependent functional
response on predator-prey dynamics. Again, the different types of functional responses
and stability of a predator-prey system was studied by Oaten and Murdoch [167]. There
are also many other types of functional responses such as Bedington-DeAngalis [88],
Crowley-Martin [239], Non-monotonic [193] etc.

85



CHAPTER 5. EFFECTS OF ADDITIONAL FOOD IN A PREDATOR-PREY
SYSTEM INCORPORATING REFUGE AND HARVESTING

It is also noted that refuge plays a vital role on predator prey dynamics. It is described
as a place where an organism can escape from predation. In 1988, Sih et al. [216] in-
vestigated the impact of prey refuge on sunfish and salamander larvae. Then Huang
et al. [100] studied a predator-prey model considering a constant prey refuge. After
that Kar [113] worked on the effects of a prey refuge on a harvested predator-prey sys-
tem. Again, Jana et al. [107] reported the impact of prey refuge on a predator-prey
system including stability and Hopf bifurcation. An example of a constant prey refuge
is the gypsy moth which consumes bark flaps and any other suitable objects as a pro-
tection against predation by mice and birds [31]. Except these, there are also many
researchers [55, 58, 157, 208, 209, 214] who studied the dynamics of predator-prey system
considering refuge. Now, from the literature survey it is seen that the refuge concept
has been utilized in two dimensional predator-prey systems. So, our main interest is to
investigate the effects of refuge on a three dimensional predator-prey system.

Since prey refuge can make the crisis of food for the predator population, so the ad-
ditional food may be necessary for the existence of predator in a predator-prey system.
Already, some works have been done considering additional food. In 2007, Srinivasu
et al. [223] studied biological control of extinction of a predator-prey system. Then,
Samanta et al. [204] investigated how the supply of additional food to the predator
prevents the disease of prey population. Then, Sahoo and Poria [198] reported the con-
trol of chaos of a three species predator-prey system through the supply of additional
food. Chakraborty and Das [37] explored the effects of supplying additional food to a
predator-prey system with prey refuge. Then, Kumar et al. [124] studied the dynamics
of a ratio dependent predator-prey model with and without the supply of additional food.

To helps the economic developments of a country the study of harvesting is very essential.
In this regard, it is an important research topic for conservation biologists and ecologists.
But, the continuous harvesting of a species leads the extinction of that species. So, the
investigation about a suitable optimal harvesting policy is very necessary. Choudhury
and Ray [44] reported the impacts of combined harvesting on a predator-prey model.
Then, Gakkhar and Singh [78] explored the effects of predator harvesting on a two prey
one predator system. Chakraborty et al. [34] studied the influence of prey harvesting
in a ratio dependent predator-prey system. Then, Gupta et al. [86] explored the effects
of nonlinear predator harvesting on a complex predator-prey system. After that, the
impact of harvesting on a reserved area for prey in the presence of toxicity has been
investigated by Yang and Jia [255] in 2016.

From the literature review, it is observed that many investigations have been done on
predator-prey dynamical system. But till now, there exists some vacuums in the litera-
ture as follows:

It is seen that there exists some research papers in which prey dependent functional
response has been considered and also, in some papers prey and predator dependent
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functional response has been considered. Again, there exists very few number of articles
where the effects of supplying additional food to the predator has been considered in
the presence of refuge. But, there is no work considering additional food to the super
predator in the presence of refuge on predator and harvesting on super predator includ-
ing prey, predator dependent functional response.

To conquer these vacuums a three species predator prey model has been developed in
this chapter. Here, it is considered that the super predator consumes only the predator
and also the predator consumes only prey. It is also assumed that predator population
shows a refuge behavior when they are attacked by the super predator. Due to the pres-
ence of refuge behavior, some constant amount of additional food has been assumed to
be supplied to the super predator. With this consideration, the predator population is
also benefited by this additional food. Here, also Beddington-DeAngelis type functional
response and harvesting of super predator have been considered.

5.2 Model Formulation

In this chapter, a three species predator-prey model such as prey (x), predator (y) and
super predator (z) have been considered. It is assumed that predator and super preda-
tor population take the prey and predator respectively. Though now and then preys are
captured by super predator but that is very small. Henceforth, this is not considered
here. Here, the functional responses for predator and super predator are considered as
Beddington-DeAngelis type. Also a constant rate of refuge (m1) has been considered
by the predator population (y) to the super predator population (z). Due to refuge of
predator population, super predator (z) cannot consume the sufficient amount of food.
For this reason, it is assumed that the some additional food A is supplied to the super
predator (z). Predator population is also benefited by some portion of the additional
food (1−ρ)A where ρA is applied to the super predator (z) and 0 < ρ < 1. It is assumed
that the super predator (z) will be harvested with the catchability coefficient (q1) and
harvesting effort (E). Here, r, k, a1 and c1 be the intrinsic growth rate, carrying capacity,
consumption rate and conservation rate of prey population respectively. Also, a2, c2, d1
and d2 be consumption rate of predator population, conservation rate of predator pop-
ulation, death rate of predator population and death rate of super predator population
respectively. The constants b1, b2, α1, α2, α3 and α4 are the half saturation constants for
the functional responses. In view of these considerations, the system is governed by the
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following differential equations

dx

dt
= rx(1− x

k
)− c1a1xy

b1 + α1x+ α2y

dy

dt
=

a1xy

b1 + α1x+ α2y
− a2(1−m1)yz

b2 + α3(1−m1)y + α4z
+ (1− ρ)Ay − d1y

dz

dt
=

c2a2(1−m1)yz

b2 + α3(1−m1)y + α4z
+ ρAz − d2z − q1Ez


(5.1)

with initial conditions x(0) ≥ 0, y(0) ≥ 0, z(0) ≥ 0.

5.3 Boundedness of Solutions

Theorem 5.1 All solutions of system (5.1) in R3
+ are uniformly bounded

if A < min {d1/(1− ρ), (d2 + q1E)/ρ}.
Proof. Let us construct a function

W = x+ c1y +
c1
c2
z. (5.2)

Taking time derivative of equation (5.2) we have

dW

dt
=

dx

dt
+ c1

dy

dt
+
c1
c2

dz

dt
.

i.e.,
dW

dt
= rx(1− x

k
)− c1a1xy

b1 + α1x+ α2y
+

c1a1xy

b1 + α1x+ α2y
− c1a2(1−m1)yz

b2 + α3(1−m1)y + α4z

+ c1(1− ρ)Ay − c1d1y +
c1a2(1−m1)yz

b2 + α3(1−m1)y + α4z
+
c1
c2
ρAz − c1

c2
d2z −

c1
c2
q1Ez.

i.e.,
dW

dt
= rx(1− x

k
) + c1(1− ρ)Ay − c1d1y +

c1
c2
ρAz − c1

c2
d2z −

c1
c2
q1Ez.

i.e.,
dW

dt
= rx(1− x

k
)− c1y [d1 − A(1− ρ)]− c1

c2
[d2 + q1E − ρA] . (5.3)

Now, we introduce a positive number σ, then multiply σ with equation (5.2) and adding
this to the both side of equation (5.3), we have

dW

dt
+ σW = rx(1− x

k
) + σx− c1y [d1 − A(1− ρ)− σ]− c1

c2
[d2 + q1E − ρA− σ] .

If d1 − A(1− ρ)− σ > 0 and d2 + q1E − ρA− σ > 0 holds that is
σ = min {d1 − A(1− ρ), d2 + q1E − ρA} then the above equation can be written as

dW

dt
+ σW ≤ rx(1− x

k
) + σx.

i.e.,
dW

dt
+ σW ≤ k(r + σ)2

4r
, since max

{
rx(1− x

k
) + σx

}
=
k(r + σ)2

4r
.
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Therefore, solving above we have

W ≤ k(r + σ)2

4rσ
+ k1e

−σt.

Now, taking t → ∞ we have W ≤ k(r+σ)2

4rσ
. Hence all solutions of system (5.1) are

bounded within the region

Φ = {(x, y, z) ∈ R3
+ : W =

k(r + σ)2

4rσ
+ ϵ, for ϵ > 0}.

Note: From the above analysis, it is observed that the boundedness of solutions of sys-
tem (5.1) depends on the supply of additional food.

Lemma 5.1 Super predator population will be extinct if m1 < 1 and

E > 1
q1

[
c2a2
α3

+ ρA− d2

]
.

Proof. From the third equation of system (5.1) we have

dz

dt
=

c2a2(1−m1)yz

b2 + α3(1−m1)y + α4z
+ ρAz − d2z − q1Ez.

i.e.,
dz

dt
=

c2a2(1−m1)z

α3(1−m1)

(
1 + α4z

α3(1−m1)y
+ b2

α3(1−m1)y

) + ρAz − d2z − q1Ez.

i.e.,
dz

dt
=

[ c2a2
α3(

1 + α4z
α3(1−m1)y

+ b2
α3(1−m1)y

) + ρA− d2 − q1E

]
z.

i.e.,
dz

z
≤

[
c2a2
α3

+ ρA− d2 − q1E

]
dt

This is possible if m1 < 1 and

(
1 + α4z

α3(1−m1)y
+ b2

α3(1−m1)y

)
> 1.

Therefore, integrating the above equation from [t0, t] we have

z(t) ≤ z(t0)exp

(∫ t

t0

(
c2a2
α3

+ ρA− d2 − q1E

)
ds

)
. (5.4)

Now, if E > 1
q1

[
c2a2
α3

+ ρA− d2

]
, then from equation (5.4), we have limt→∞ z(t) = 0.

Hence the lemma.

Note: Conclusion of Lemma 5.1 is that higher rate of harvesting make the system
free from super predator.
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5.4 Equilibrium Points and Stability Analysis

In this section, we study the dynamical behavior of the model system. For this purpose
all the feasible equilibria with their existence criteria are obtained and they are as follows:

The possible equilibria are

(i) The trivial equilibrium E0(0, 0, 0).

(ii) The axial equilibrium E1(k, 0, 0).

(iii) Super predator free equilibriumE2(x̂, ŷ, 0) where ŷ = b1(1−ρ)A−b1d1+x̂(a1+α1(1−ρ)A−α1d1)
α2[d1−(1−ρ)A]

and Px̂2+Qx̂+R = 0 where P = a1rα2, Q = a1k(a1c1−rα2)+kc1a1α1((1−ρ)A−d1)
and R = kc1a1b1((1 − ρ)A − d1). Now, x̂ will be positive if Q < 0,R > 0 and
Q2 ≥ 4PR.

(iv) The interior equilibrium E∗(x∗, y∗, z∗) where y∗ =
r(1−x∗

k
)(b1+α1x∗)

c1a1−α2r(1−x∗
k
)
,

z∗ =
(1−m1)[c2a2−d2α3−q1Eα3+ρAα3]r(1−x∗

k
)(b1+α1x∗)+(b2ρA−b2d2−b2q1E)(c1a1−α2r(1−x∗

k
))

α4(c1a1−α2r(1−x∗
k
))[d2+q1E−ρA]

and

x∗ satisfies the equations L1x
3+L2x

2+L3x+L4 = 0. Now, according to Descarte’s
rule this equation have one positive real root if any one of the following conditions
holds
(a)L1 < 0, L2 > 0, L3 > 0, L4 > 0, (b)L1 > 0, L2 > 0, L3 > 0, L4 < 0,
(c)L1 < 0, L2 < 0, L3 > 0, L4 > 0, (d)L1 > 0, L2 > 0, L3 < 0, L4 < 0.
where L1 = rα2N12N18 − α1N14, L2 = rα2N11N18 + kN12N17N18 − kα1N14N15

−b1N14 − α1N13 − rα2N14N16 − rd1α2N14N18 + (1− ρ)Arα2N14N18,
L3 = kN11N17N18− b1kN14N15− kα1N13N15− b1N13− kN14N16N17− rα2N13N16+
rα2d1N13N18 − (1− ρ)Arα2N13N18 + kd1N14N17N18 − (1− ρ)AkN14N17N18,
L4 = k(1− ρ)AN13N17N18 − kd1N13N17N18 − kN13N16N17 − kb1N13N15,
N11 = a1(c1a1 − rα2), N12 =

a1rα2

k
, N13 = c1a1b1 + rα1α2 − rb1α2,

N14 = c1a1α1 − rα1α2 +
rb1α2

k
, N15 = a2(1−m1)

2r(c2a2 − d2α3 − q1Eα3 + ρAα3),
N16 = b2ρA− b2d2 − b2q1E, N17 = c1a1 − rα2, N18 = α4b

2
2 − α4b2d2.

5.4.1 Local Stability Analysis

In this section, we have examined the local stability of the system around each of its
equilibrium points.

Theorem 5.2 The trivial equilibrium E0(0, 0, 0) is always unstable.

Proof. The characteristic equation of the variational matrix of the system (5.1) at
E0(0, 0, 0) is given by

(λ− r)(λ− [(1− ρ)A− d1])(λ− ρA+ d2 + q1E) = 0.
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The eigenvalues of this characteristic equation are r, [(1− ρ)A− d1] and ρA− d2 − q1E.
Since one of the eigenvalue r is positive. So, we can say that the trivial equilibrium is
always unstable.

Theorem 5.3 The axial equilibrium E1(k, 0, 0) will be locally asymptotically stable
if A < min {(d2 + q1E)/ρ, (d1b1 + k(d1α1 − a1))/((1− ρ)(b1 + α1k))}.

Proof. The characteristic equation of the variational matrix of the system (5.1) at
E1(k, 0, 0) is given by

(λ+ r)(λ− a1k

b1 + α1k
− (1− ρ)A+ d1)(λ− ρA+ d2 + q1E) = 0.

The eigenvalues of the above characteristic equation are −r, a1k
b1+α1k

+ (1− ρ)A− d1 and
ρA− d2 − q1E. Hence the axial equilibrium point will be locally asymptotically stable if
a1k

b1+α1k
+ (1− ρ)A < d1 and ρA < d2 + q1E.

Observation 1. The stability of predator free equilibrium depends on the quantity
of additional food provided to the predator population. Lower amount than a threshold
value of the parameter on additional food will make the unstable predator free equilib-
rium to a stable one.

Theorem 5.4 The super predator free equilibrium E2(x̂, ŷ, 0) will be locally asymptoti-

cally stable if E > 1
q1

[
c2a2(1−m1)ŷ
b2+α3(1−m1)ŷ

+ ρA− d2

]
and r−2rx̂

k
+(1−ρ)A+ 1

(b1+α1x̂+α2ŷ)2
{a1x̂(b1+

α1x̂)− c1a1ŷ(b1 + α2ŷ)} < d1 < (1− ρ)A− (r− 2rx
k

)a1x̂(b1+α1x̂)

(r− 2rx
k

)(b1+α1x̂+α2ŷ)2−c1a1ŷ(b1+α2ŷ)

Proof. The characteristic equation of the variational matrix of the system (5.1) at
E2(x̂, ŷ, 0) is given by

(λ− A33)
(
λ2 − λ(A11 + A22) + A11A22 − A12A21

)
= 0.

where A11 = r − 2rx̂
k

− c1a1ŷ(b1+α2ŷ)
(b1+α1x̂+α2ŷ)2

,A12 = − c1a1x̂(b1+α1x̂)
(b1+α1x̂+α2ŷ)2

, A21 = a1ŷ(b1+α2ŷ)
(b1+α1x̂+α2ŷ)2

, A22 =
a1x̂(b1+α1x̂)

(b1+α1x̂+α2ŷ)2
+(1−ρ)A−d1,A23 = − a2(1−m1)ŷ

(b2+α3(1−m1)ŷ)
and A33 =

c2a2(1−m1)ŷ
(b2+α3(1−m1)ŷ)

+ρA−d2−q1E.
Then, all the eigenvalues of the characteristic equation will be negative if A33 < 0,(A11+
A22) < 0 and A11A22 − A12A21 > 0. From this conditions it can be said that the super
predator free equilibrium point will be locally asymptotically stable if

E > 1
q1

[
c2a2(1−m1)ŷ
b2+α3(1−m1)ŷ

+ ρA− d2

]
and r − 2rx̂

k
+ (1− ρ)A+ 1

(b1+α1x̂+α2ŷ)2
{a1x̂(b1 + α1x̂)−

c1a1ŷ(b1 + α2ŷ)} < d1 < (1− ρ)A− (r− 2rx
k

)a1x̂(b1+α1x̂)

(r− 2rx
k

)(b1+α1x̂+α2ŷ)2−c1a1ŷ(b1+α2ŷ)
.

Observation 2. The stability of super predator free equilibrium depends on harvesting
rate and the death rate of the super predator population.
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Theorem 5.5 The interior equilibrium E∗(x∗, y∗, z∗) will be locally asymptotically sta-
ble if σ1 > 0, σ3 > 0 and σ1σ2−σ3 > 0 where σ1, σ2 and σ3 are defined in subsequent steps.

Proof. The characteristic equation of the variational matrix of the system (5.1) at
E∗(x∗, y∗, z∗) is given by

λ3 + σ1λ
2 + σ2λ+ σ3 = 0.

where σ1 = −(B11 + B22 + B33), σ2 = B11B33 + B22B33 + B11B22 − B23B32 − B12B21,

σ3 = B12B21B33 +B11B23B32 −B11B22B33, B11 = r − 2rx∗

k
− c1a1y∗(b1+α2y∗)

(b1+α1x∗+α2y∗)2
,

B12 = − c1a1x∗(b1+α1x∗)
(b1+α1x∗+α2y∗)2

, B21 =
a1y∗(b1+α2y∗)

(b1+α1x∗+α2y∗)2
, B22 =

a1x∗(b1+α1x∗)
(b1+α1x∗+α2y∗)2

− a2(1−m1)z∗(b2+α4z∗)
(b2+α3(1−m1)y∗+α4z∗)2

+

(1− ρ)A− d1, B23 = −a2(1−m1)y∗(b2+α3(1−m1)y∗)
(b2+α3(1−m1)y∗+α4z∗)2

, B32 =
c2a2(1−m1)z∗(b2+α4z∗)
(b2+α3(1−m1)y∗+α4z∗)2

,

B33 = c2a2(1−m1)y∗(b2+α3(1−m1)y∗)
(b2+α3(1−m1)y∗+α4z∗)2

+ ρA − d2 − q1E. According to Routh-Hurwith criteria
all the eigenvalues of the above characteristic equations will negative or negative real
parts if σ1 > 0, σ3 > 0 and σ1σ2 − σ3 > 0.

5.4.2 Global Stability Analysis

In this section, global stability of the system around interior equilibrium points has been
investigated using Lyapunov function.

Theorem 5.6 The system will be globally asymptotically stable around interior equi-
librium point if r > c1a1α1ky

∗, m1 < 1 and {a2(1−m1)
2α3z

∗ − α2a1x
∗} < 0.

Proof. First we construct a suitable Lyapunov function as follows

F (x, y, z) =
[
(x− x∗)− x∗log

( x
x∗

)]
+Q1

[
(y − y∗)− y∗log

(
y

y∗

)]
+ Q2

[
(z − z∗)− z∗log

( z
z∗

)]
.

where Q1 and Q2 will be defined in the subsequent steps.
Now, taking time derivative of the function we have

dF

dt
=
x− x∗

x

dx

dt
+Q1

y − y∗

y

dy

dt
+Q2

z − z∗

z

dz

dt
.

Substituting the values of dx
dt
, dy
dt

and dz
dt

in the above we have

dF

dt
= (x− x∗)

{
r(1− x

k
)− c1a1y

b1 + α1x+ α2y

}
+ Q1(y − y∗)

{
a1x

b1 + α1x+ α2y
− a2(1−m1)z

b2 + α3(1−m1)y + α4z
+ (1− ρ)A− d1

}
+ Q2(z − z∗)

{
c2a2(1−m1)y

b2 + α3(1−m1)y + α4z
+ ρA− d2 − q1E

}
.
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i.e.,
dF

dt
= (x− x∗)

{
r(1− x

k
)− c1a1y

b1 + α1x+ α2y
− r(1− x∗

k
) +

c1a1y
∗

b1 + α1x∗ + α2y∗

}
+ Q1(y − y∗)

{
a1x

b1 + α1x+ α2y
− a2(1−m1)z

b2 + α3(1−m1)y + α4z
+ (1− ρ)A− d1

− a1x
∗

b1 + α1x∗ + α2y∗
+

a2(1−m1)z
∗

b2 + α3(1−m1)y∗ + α4z∗
− (1− ρ)A+ d1

}
+ Q2(z − z∗)

{
c2a2(1−m1)y

b2 + α3(1−m1)y + α4z
+ ρA− d2 − q1E

− c2a2(1−m1)y
∗

b2 + α3(1−m1)y∗ + α4z∗
− ρA+ d2 + q1E

}
.

i.e.,
dF

dt
= (x− x∗)

{
− r

k
(x− x∗)− c1a1y

b1 + α1x+ α2y
+

c1a1y
∗

b1 + α1x∗ + α2y∗

}
+ Q1(y − y∗)

{
a1x

b1 + α1x+ α2y
− a1x

∗

b1 + α1x∗ + α2y∗

+
a2(1−m1)z

∗

b2 + α3(1−m1)y∗ + α4z∗
− a2(1−m1)z

b2 + α3(1−m1)y + α4z

}
+ Q2(z − z∗)

{
c2a2(1−m1)y

b2 + α3(1−m1)y + α4z
− c2a2(1−m1)y

∗

b2 + α3(1−m1)y∗ + α4z∗

}
.

i.e.,
dF

dt
= − r

k
(x− x∗)2 + c1a1(x− x∗)

{
b1(y − y∗) + α1(xy

∗ − yx∗)

(b1 + α1x+ α2y)(b1 + α1x∗ + α2y∗)

}
+ Q1(y − y∗)

{
a1b1(x− x∗) + a1α2(xy

∗ − yx∗)

(b1 + α1x+ α2y)(b1 + α1x∗ + α2y∗)

+
a2b2(1−m1)(z

∗ − z) + a2(1−m1)α3(yz
∗ − y∗z)

(b2 + α3(1−m1)y + α4z)(b2 + α3(1−m1)y∗ + α4z∗)

}
+ Q2(1−m1)

{
(c2a2(z − z∗))(b2(y − y∗) + α4(yz

∗ − y∗z))

(b2 + α3(1−m1)y + α4z)(b2 + α3(1−m1)y∗ + α4z∗)

}
.

i.e.,
dF

dt
≤ − r

k
(x− x∗)2 + c1a1(x− x∗)

{
b1(y − y∗) + α1y

∗(x− x∗)− α1x
∗(y − y∗)

}
+ Q1(y − y∗)

{
a1b1(x− x∗) + a1α2y

∗(x− x∗)− a1α2x
∗(y − y∗)

− a2b2(1−m1)(z − z∗) + a2(1−m1)
2α3z

∗(y − y∗)− a2α3(1−m1)
2y∗(z − z∗)

}
+ Q2(1−m1)c2a2(z − z∗)

{
b2(y − y∗) + α4z

∗(y − y∗)− α4y
∗(z − z∗)

}
i.e.,

dF

dt
≤

{
c1a1α1y

∗ − r

k

}
(x− x∗)2 +

{
Q1a2(1−m1)

2α3z
∗ −Q1α2a1x

∗
}
(y − y∗)2

− Q2(1−m1)a2c2α4y
∗(z − z∗)2
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+

{
a1b1Q1 +Q1α2a1y

∗ − a1b1c1 − a1c1α1x
∗
}
(x− x∗)(y − y∗)

+

{
Q2(1−m1)a2b2c2 +Q2(1−m1)a2c2α4z

∗ −Q1a2(1−m1)
2α3y

∗

− Q1a2b2(1−m1)

}
(y − y∗)(z − z∗).

If we set Q1 = c1(α1x∗+b1)
b1+α2y∗

and Q2 = c1(b1+α1x∗)(α3(1−m1)y∗+b2)
c2(b1+α2y∗)(b2+α4z∗)

then the above equation
reduces to the form

i.e.,
dF

dt
≤

{
c1a1α1y

∗ − r

k

}
(x− x∗)2 +

c1(α1x
∗ + b1)

b1 + α2y∗

{
a2(1−m1)

2α3z
∗ − α2a1x

∗
}
(y − y∗)2

− c1(b1 + α1x
∗)(α3(1−m1)y

∗ + b2)

c2(b1 + α2y∗)(b2 + α4z∗)
(1−m1)a2c2α4y

∗(z − z∗)2.

Now, from the above equation dF
dt

≤ 0 if r > c1a1α1ky
∗, m1 < 1

and

{
a2(1−m1)

2α3z
∗ − α2a1x

∗
}
< 0.

5.5 Hopf bifurcation Analysis

In this section, the Hopf bifurcation analysis of our proposed system has been done with
respect to some important parameters.

Theorem 5.7 The necessary and sufficient conditions for the occurrence of Hopf bi-
furcation at a2 = a∗2 are stated as follows:
(i) σi(a

∗
2) > 0, i = 1, 2, 3

(ii) σ1(a
∗
2)σ2(a

∗
2)− σ3(a

∗
2) = 0

(iii) Re
(
dλi
da2

)
a2=a∗2

̸= 0, i = 1, 2, 3

where λi are the roots of the characteristic equation stated in Theorem 5.5.

Proof. The characteristic equation of system (5.1) around interior equilibrium is given
by

λ3 + σ1λ
2 + σ2λ+ σ3 = 0. (5.5)

When the bifurcation parameter reaches its critical value i.e., when a2 = a∗2 then the
above characteristic equation becomes

(λ2 + σ2)(λ+ σ1) = 0. (5.6)

since at the critical value of the parameter a2 = a∗2, σ1(a
∗
2)σ2(a

∗
2)− σ3(a

∗
2) = 0.

So, the equation (5.6) has three roots such as λ1 = i
√
σ2, λ2 = −i√σ2 and λ3 = −σ1.
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Let us assume that for a2 ∈ (a∗2 − ϵ, a∗2 + ϵ), the roots of the characteristic equation are

λ1(a2) = ϕ1(a2) + iϕ2(a2),

λ2(a2) = ϕ1(a2)− iϕ2(a2),

λ3(a2) = −σ1.

Next, we want to verify the transversality condition Re
(
dλi
da2

)
a2=a∗2

̸= 0, i = 1, 2, 3.

Substituting λ1(a2) = ϕ1(a2) + iϕ2(a2) in equation (5.5) and calculating the derivatives
we have

P (a2)ϕ
′
1(a2)−Q(a2)ϕ2(a2) + U(a2) = 0,

Q(a2)ϕ
′
1(a2) + P (a2)ϕ2(a2) + V (a2) = 0,

where

P (a2) = 3ϕ2
1(a2) + 2σ1(a2)ϕ1(a2) + σ2(a2)− 3ϕ2

2(a2),

Q(a2) = 6ϕ1(a2)ϕ2(a2) + 2σ1(a2)ϕ2(a2),

U(a2) = ϕ2
1(a2)σ

′
1(a2) + σ′

2(a2)ϕ1(a2) + σ′
3(a2)− σ′

1(a2)ϕ
2
2(a2),

V (a2) = 2ϕ1(a2)ϕ2(a2)σ
′
1(a2) + σ′

2(a2)ϕ2(a2).

Now, P (a∗2) = −2σ2(a
∗
2),Q(a

∗
2) = 2σ1(a

∗
2)
√
σ2(a∗2), U(a

∗
2) = σ′

3(a
∗
2) − σ′

1(a
∗
2)σ2(a

∗
2),

V (a∗2) = σ′
2(a

∗
2)
√
σ2(a∗2). Therefore,(

d

da2
(Re(λi(a2)))

)
a2=a∗2

= −Q(a
∗
2)V (a∗2) + P (a∗2)U(a

∗
2)

P 2(a∗2) +Q2(a∗2)
̸= 0, for i = 1, 2

if Q(a∗2)V (a∗2) + P (a∗2)U(a
∗
2) ̸= 0 and λ3(a

∗
2) = −σ1 ̸= 0.

Therefore, transversality conditions hold. This indicates that Hopf bifurcation occurs at
a2 = a∗2.
Hence the theorem.

5.6 Optimal Harvesting

In commercial exploitation of renewable resources, our main target is to determine the
optimal trade off between the present and future harvest. In this section, we study the
optimal harvesting policy by considering the profit earned by harvesting. Here, quadratic
cost is used and the main reason behind this is to find the analytical expression for
the optimal harvesting. It is assumed that the price is a function which is inversely
proportional to the available biomass of top predator population. Thus, to maximize
the total discounted net revenues from the model, the optimal control problem can be
formulated as follows:

J(E) =

∫ tf

t0

e−ψt [(p1 − w1q1Ez)q1Ez − hE] dt (5.7)
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where ψ is the instantaneous discount rate, p1 is cost of selling unit biomass of super
predator, w1 is an economic constant and h is constant harvesting cost. Here, the con-
trol E is bounded in 0 ≤ E ≤ Emax and our target is to find out an optimal control
E0 such that J(E0) = maxE∈U J(E) where U is the control set defined by U = {E: E
is measurable and 0 ≤ E ≤ Emax, for all t}. The problem (5.7) is solved by Pontrya-
gin’s maximum principle [183] subject to the conditions system (5.1). To optimize the
objective function J(E), we construct the hamiltonian as follows:

H = (p1 − w1q1Ez)q1Ez − hE + λ1

{
rx(1− x

k
)− c1a1xy

b1 + α1x+ α2y

}
+ λ2

{
a1xy

b1 + α1x+ α2y
− a2(1−m1)yz

b2 + α3(1−m1)y + α4z
+ (1− ρ)Ay − d1y

}
+ λ3

{
c2a2(1−m1)yz

b2 + α3(1−m1)y + α4z
+ ρAz − d2z − q1Ez

}
.

To find the optimal harvesting we equate ∂H
∂E

to zero, then we have

E =
p1q1z − h− λ3q1z

2w1q21z
2

Corresponding adjoint equations are

dλ1
dt

= ψλ1 −
∂H

∂x
.

= λ1

{
ψ − r +

2rx

k

}
+

a1y(b1 + α2y)

(b1 + α1x+ α2y)2
(λ1c1 − λ2) . (5.8)

dλ2
dt

= ψλ2 −
∂H

∂y
.

= λ2 (ψ − (1− ρ)A+ d1) +
a1x(b1 + α1x)

(b1 + α1x+ α2y)2
(λ1c1 − λ2)

+
a2(1−m1)z(b2 + α4z)

(b2 + α3(1−m1)y + α4z)2
(λ2 − λ3c2) . (5.9)

dλ3
dt

= ψλ3 −
∂H

∂z
.

= λ3 (ψ − ρA+ d2 + q1E) +
a2(1−m1)y((b2 + α3(1−m1)y))

(b2 + α3(1−m1)y + α4z)2
(λ2 − λ3c2)

− p1q1E + 2w1(q1)
2E2z. (5.10)
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The above results can be described briefly by the following theorem.

Theorem 5.8 There exists an optimal control Eψ and the corresponding solutions of
the system (5.1) (xψ, yψ, zψ) which optimize the objective functional J over the region U .
Then, there exists adjoint variables λ1, λ2 and λ3 which satisfies the equations (5.8−5.10)
with transversality conditions λi(tf ) = 0 for i = 1, 2, 3, where at the optimal harvesting
level the values of the state variables x, y and z are xψ, yψ and zψ and the optimal control

is given by Eψ =
p1q1zψ−h−λ3q1zψ

2w1q21z
2
ψ

.

5.7 Numerical Simulation

First we consider the following set of parametric values r = 2, k = 120, c1 = 0.1, a1 =
1.2, b1 = 8.0, α1 = 1.0, α2 = 0.1, a2 = 0.1,m1 = 0.4, b2 = 12.0, α3 = 1.0, α4 = 0.1, ρ =
0.8, A = 0.1, d1 = 0.5, c2 = 0.2, d2 = 0.001, q1 = 0.4, E = 0.2. For the above set of
parametric values Figure 5.1 has been drawn. From this figure, it is observed that our
proposed system (5.1) is locally asymptotically stable. Also, we numerically calculate
the the value of σ1 = 1.8889 > 0, σ3 = 14683 > 0 and σ1σ2 − σ3 = 0.3007 > 0. So
Theorem 5.5 is numerically verified. For the same parametric values if we increase the
harvesting effort E = 0.3 then the super predator population will be extinct which has
been shown in Figure 5.2.
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Figure 5.1: Stable interior equilibrium.

For the same set of parametric values used in Figure 5.1 except r = 1.0, k = 100,m1 =
0.5, c1 = 0.01, α1 = 0.1, a2 = 0.01, α2 = 0.1, α3 = 1.0, Figure 5.3 has been drawn. This
figure shows that the interior equilibrium point will be globally asymptotically stable
when the values of a1 varies from 0 to 0.125.
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Figure 5.2: Extinction of the super predator.
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Figure 5.3: Global stability condition of interior equilibrium point.

Again, using the same set of parametric values used in Figure 5.1 except c2 = 0.05 the
Figure 5.4 has been drawn. From this figure, it is seen that as the refuge increases
then the prey population decreases, predator population increases and super predator
population decreases. Because as the refuge increases then the predation rate of predator
to the super predator decreases and so the predator population gradually increases and
super predator population gradually decreases.
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Figure 5.4: Sensitivity analysis of the system (5.1) with respect to m1.

Then, we consider same set of parametric values used as Figure 5.1 except r = 1.0, k =
100, a1 = 2.0,m1 = 0.5, A = 0.0, c2 = 0.1, d1 = 0.08, d2 = 0.001. For this set of
parametric values Figure 5.5 has been drawn and from this figure, it is seen that when
the value of a2 crosses a critical value 0.1765 then the value of σ1σ2−σ3 becomes negative.
So, if we change the value of a2 from 0.1 to 0.2 then Hopf bifurcation must occurs and
due to bifurcation the unstable solution curve of the system has been shown through
Figure 5.6.
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Figure 5.5: Represents the graph of (σ1σ2 − σ3) with respect to a2.

99



CHAPTER 5. EFFECTS OF ADDITIONAL FOOD IN A PREDATOR-PREY
SYSTEM INCORPORATING REFUGE AND HARVESTING

0 1000 2000 3000
0

10

20

30

40

50

60

70

80

90

100

P
re

y

Time
0 1000 2000 3000

0

200

400

600

800

1000

1200

1400

P
re

d
a

to
r

Time
0 5000 10000

0

50

100

150

200

250

300

350

S
u

p
e

r 
p

re
d

a
to

r

Time

Figure 5.6: Unstable solution of system (5.1) for a2.
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Figure 5.7: Stable solution of system (5.1) for m1 = 0.7.

But, if we change the refuge rate m1 = 0.7, it makes the system stable which is also
shown in Figure 5.7. From this figure, it is also concluded that the refuge has a great
role to make the system stable.
Again, for the parametric values r = 1, k = 100, c1 = 0.1, a1 = 2.5, b1 = 8.0, α1 =
1.0, α2 = 0.1, a2 = 0.4,m1 = 0.8, b2 = 12.0, α3 = 1.0, α4 = 0.1, ρ = 0.6, d1 = 0.08, c2 =
0.1, d2 = 0.001, q1 = 0.4, E = 0.01 in the absence of additional food the system shows
unstable solution which is also shown in Figure 5.8. But, in the presence of additional
food A = 0.03 the system becomes stable which is also shown in Figure 5.9. So, from
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this figure, it can be concluded that if the refuge is high then the unstable system may
be stabilized by supplying additional food to the system.

0 1000 2000 3000
0

20

40

60

80

100

P
re

y

Time
0 1000 2000 3000

0

200

400

600

800

1000

1200

1400

P
re

d
a

to
r

Time
0 5000 10000

0

20

40

60

80

100

S
u

p
e

r 
p

re
d

a
to

r
Time

Figure 5.8: Unstable solution of the system (5.1) in the absence of additional food.
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Figure 5.9: Stable solution of the system (5.1) in the presence of additional food.

To solve the optimal control problem, first we solve the state variables by forward Runge-
kutta method and then using the solutions of state variables the adjoint variables are
solved by backward Runge kutta method. For solving optimal control problem the
parametric values has been considered as r = 2, k = 120, c1 = 0.1, a1 = 1.2, b1 = 8.0, α1 =
1.0, α2 = 0.1, a2 = 0.1,m1 = 0.4, b2 = 12.0, α3 = 1.0, α4 = 0.1, ρ = 0.8, A = 0.1, d1 =
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0.5, c2 = 0.2, d2 = 0.001, q1 = 0.4, ψ = 0.05, p1 = 1.5, h = 0.05, w1 = 1.2. We have shown
the state variables of the system (5.1) in Figure 5.10 when optimal harvesting is done.
Variation of optimal harvesting have been shown in Figure 5.11 with different values of
the additional food. From this figure, it is concluded that as the supply of additional
food increases then the optimal harvesting rate increases. The change of harvesting effort
with respect to different costs have been shown in Figure 5.12. From this figure, it is
observed that if we increase the selling price (p1) of unit biomass of super predator then
the harvesting effort gradually increases. But if the harvesting cost (h) and economic
constant (w1) increased then the harvesting rate decreases. The graph of adjoint variables
λ1, λ2 and λ3 have been shown in Figure 5.13 when the optimal harvesting is done.
From this figure, it is observed that the adjoint variables are monotone decreasing and
according to the theory the final values are zero.
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Figure 5.10: Represents the state variables.
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Figure 5.11: Variation of optimal harvesting effort with the change of A.
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Figure 5.12: Variation of optimal harvesting effort with respect to different cost.
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Figure 5.13: Graphs for the adjoint variables.

5.8 Conclusion

In this chapter, a three species such as prey, predator and super predator populations
have been considered to analyze the interaction among them. It is assumed that the
predator population consumes only prey population and super predator population con-
sumes only predator population. Also, it is assumed that predator population shows
refuge behavior when they are attacked by super predator. Thus higher refuge rate can
make the crisis of food for super predator. So, in this model, it is considered that the
additional food is to be supplied to the super predator and predator population also
benefited from some portion of this additional food. It can reduce the risk of extinction
of the super predator population and also increases the harvesting effort. Probably this
is the first article where it is considered both refuge on the predator and additional food
to the predator populations with harvesting and Beddington-DeAngelis type functional
response. The boundedness of all solutions of the system has been done. It is observed
that the boundedness of all solutions depends upon the supply of additional food. The
extinction condition of the super predator population has been investigated theoretically.
From the numerical simulations, it is observed that the change of consumption rate of
predator to the super predator population i.e., a2 makes the system unstable through
Hopf bifurcation. But the constant rate of refuge by predator to the super predator (m1)
makes the system stable. So, the refuge by predator to the super predator acts a control
of instability of the system. Again, for the higher value of the refuge makes the system
unstable. But, if we supply some additional food to the super predator makes the system
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stable. So, from this results we can conclude that the refuge (m1) and constant supply
of additional food (A) have a significant effects on predator prey dynamics. From the
analysis, it is observed that neither prey nor super predator survive with the help of
additional food only. Additional food is used here only as a supplementary food and to
increase the growth of the predators. From the numerical simulations of optimal harvest-
ing problem it can be concluded that as the amount of additional food (A) and selling
price (p1) of unit biomass of harvested super predator increases then the harvesting rate
increases. But if the cost of harvesting (h) increases then the harvesting rate gradually
decreases.

Gateway from Chapter 5 to Chapter 6
In Chapter 5, we have analyzed the effects of refuge and supply of additional food on
the dynamics of predator-prey system and also on the Super predator harvesting. With
the development of civilization, it is observed that different kinds of infectious diseases
such as Cholera, Malaria, Japanese Encephalitis etc. are attacking human population at
different times worldwide. So, in the next chapter we are interested to investigate the
dynamics of Cholera disease in a periodic environment in the presence of bacteriophage.
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Chapter 6

Dynamics of Cholera Outbreak with

Bacteriophage and Periodic Rate of

Contact

6.1 Introduction

The Cholera, a waterborne gastroenteric infection, remains a significant threat to public
health in the developing countries. It is caused by the bacterium Vibrio Cholerae. It is
typically transmitted through water and food that have been contaminated with fecal
matter from a person who is infected with the disease. Now-a-days, several number of
mathematical models have been developed for understanding the dynamics of Cholera
disease. In 1973, Capasso [32] developed a mathematical model for Cholera epidemic
occurred in the European Mediterranean region. In this model, Capasso used two dif-
ferential equations to describe the dynamics of infected people in the infected region
and the dynamics of the bacterium Vibrio Cholerae. Codeco [51] extended the model
of Capasso by introducing one additional equation of susceptible human population and
described the dynamics of the persistence of the disease Cholera. After that Codeco’s
model was extended by Hartley [90] including hyper-infectious vibrio bacterium. Again,
Hartley’s mathematical model was analyzed by Liao and Wang [132].

This disease is typically seasonal due to climatic, physical and many biological factors.
It is observed that in Bangladesh, the seasonality of Cholera exhibits two peaks per year
and differs from that of other diarrheal diseases [105]. This disease typically increases
from November to January and April to May. In the same time, the seasonal Cholera
disease is occurred in the peak form in April, May and June [65] in every year. There are
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also many research papers [6,97,134,174,175,259,264] on the Cholera disease dynamics
to study its unknown behavior.

It is known that the bacteriophage might control the natural population of pathogens.
Moreover, the recent studies in marine microbiology also have revealed the elegant
balance between bacteriophage and their mycobacterial prey. In 2009, J.E. Nelson
et al. [165] explored that in a closed experimental system, the transmission of Vibrio
Cholerae may be minimized when these two factors such as bacteriophage and bac-
terium are combined in the aquatic environments. Therefore, the dynamical interaction
between bacteriophage and bacterium in pond water suggests that a model of Cholera
transmission should incorporate a measure for the rapid decay of bacterial culturability
and predation by bacteriophage.

There are two hundred species that infect V.Cholerae known as vibriophage. In 2006
a mathematical model was described by Jensen et al. [110] in the role of bacteriophage
in the control of Cholera outbreak. They suggested that either bacteria in the environ-
mental reservoir are hyper-infectious or most victims ingest bacteria amplified in food
or drinking water contaminated by environmental water carrying few viable V.Cholerae.
The consequent reduction of bacteria numbers in the effluent might fully account for
the decline in disease incidence and density of phage preying on these bacteria. In this
interpretation, the outbreak drives the changes in phage populations, rather than the
reverse. They showed that the large numbers of phage to the reservoir at the time of
the bacterial bloom decreases the size of the epidemic. If there are few number of phage
such as 105 virion per liter or less then there is virtually no effect on the epidemic. There
are some research papers [3, 33, 41] on bacteriophage dynamics. A Cholera epidemic
model of an optimal cost effectiveness study on Zimbabwe Cholera seasonal data from
2008− 2011 was developed by Sardar et al. [206] in 2013. We have modified this model
by introducing the bacteriophage and discussed the dynamical behavior of the proposed
Cholera epidemic model.

Though there are many research articles available on the study of Cholera disease trans-
mission and its control strategies but till now there exists some space in the literature
which are as follows:

It is known that contaminated food and water by Vibrio Cholerae are the main rea-
son of spread of the infectious disease Cholera. From the experimental study, it is seen
that for a certain amount of time Vibrio Cholerae remains hyper-infectious and after
that time it becomes low-infectious. Also, experimentally proved that bacteriophage can
reduce the density of Vibrio Cholerae and prevent the burden of spread of Cholera dis-
ease in human population. Again, in the real world every parameters has been changed
with respect to time. But in mathematical model these concepts are not included till
now.
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Considering the above phenomena a Cholera disease epidemic model has been devel-
oped in this chapter. Here, the dynamical behavior of the interaction between Cholera
pathogen Vibrio Cholerae and bacteriophage has been discussed. Also, two types of
transmission rates during hyper-infectious and low infectious period of bacterium Vibrio
Cholerae have been considered as a periodic function of time. Then, the extinction and
uniform persistence of the disease have been explored here. Also, the existence and sta-
bility of positive ω-periodic solution have been discussed precisely. Finally, a numerical
simulations have been presented to support the analytic results of the proposed model.

6.2 Model Formulation 1

In this chapter, it is considered that a human population in an area is effected with
Vibrio Cholerae. Obviously, at time t, the population N(t) consists of three kinds of
populations such as (i) susceptible human S(t), (ii) infected human I(t) and (iii) recov-
ered human R(t) i.e., N(t) = S(t) + I(t) +R(t). Here, the bacterial population at time
t is also considered of two types such as: (i) hyper-infectious bacteria BH(t) and (ii)
low-infectious bacteria BL(t). Also here, the population of bacteriophage P (t) has been
introduced.
Now, the susceptible population is increased (i) by a constant recruitment of newborn
at a rate ΛH and (ii) by those recovered persons who lose their temporary immunity to
Cholera at a rate w. It is reduced by getting infected on contact with hyper-infectious
and low-infectious bacterium at the rates βH(t)

BH
KH+BH

and βL(t)
BL

KL+BL
respectively and

also decreased by natural death at a rate µd [206], where βH(t) and βL(t) have been
defined in this chapter as follows:

βH(t) = βH0(1 + δcos(
2πt

365
))

βL(t) = βL0(1 + δcos(
2πt

365
))

where δ is the amplitude of seasonality.
Here, infected human is increased by those susceptible humans who get infected in con-
tact with hyper-infectious and low-infectious vibrios and decreased by (i) those who are
recovered from Cholera at a rate γ, (ii) those who die due to Cholera infection at a rate
µc and (iii) those who die naturally at a rate µd [206].
Again, recovered human population is increased by those infected people who get recov-
ery from the disease at a rate γ. It is observed that the recovered population is reduced
due to the loss of natural immunity to Cholera at a rate w and due to the natural dies
at a rate µd [206].

1Published in International Journal of Dynamics and Control , Springer, vol-4, 2016, 284-292,

with title Dynamics of cholera outbreak with bacteriophage and periodic rate of contact.
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Hyper-infectious bacterium is enriched from the amount of hyper-infectious V.Cholerae
bacterium in the contaminated aquatic environment due to infected human feces, vom-
iting etc. at a rate ξ [51].
It is assumed that hyper-infectivity bacterium loses their hyper-infectivity at a rate χ.
Here, it is also assumed that the both bacterium populations decrease by the consump-
tion of phage (bacteriophage). The number of phage produced per infected bacterium
(burst size) is denoted by β1. The death rate of phage in the reservoir is w1 per day [110].
Therefore, under the above considerations a mathematical model of Vibrio Cholerae has
been suggested as follows:

dS

dt
= ΛH + wR− βH(t)

BHS

KH +BH

− βL(t)
BLS

KL +BL

− µdS

dI

dt
= βH(t)

BHS

KH +BH

+ βL(t)
BLS

KL +BL

− (µd + µc + γ)I

dR

dt
= γI − (w + µd)R

dBH

dt
= ξI − χBH − γ1BHP

dBL

dt
= χBH − δLBL − γ1BLP

dP

dt
= β1γ1(BH +BL)P − w1P



(6.1)

The initial conditions are taken as S(0) ≥ 0, I(0) ≥ 0, R(0) ≥ 0, BH(0) ≥ 0,
BL(0) ≥ 0, P (0) ≥ 0.

6.3 Boundedness of Solutions

In this section, boundedness of all solutions of system (6.1) has been discussed.

Theorem 6.1 The solution of the proposed model (6.1), (S(t), I(t), R(t), BH(t), BL(t))
is uniformly and ultimately bounded i.e., there exists a positive real numberM such that
(S(t), I(t), R(t), BH(t), BL(t)) ≤ (M,M,M,M,M) for t ≥ T where T is a fixed time.

Proof. From the first three equations of proposed model (6.1), it is obtained that

d(S + I +R)

dt
= ΛH − µd(S + I +R)− µcI

≤ ΛH − µd(S + I +R)
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Hence, by standard comparison theorem [125], there exists t1 > 0 such that S+ I +R ≤
ΛH
µd

for all t ≥ t1. Then, we have S ≤ ΛH
µd

, I ≤ ΛH
µd

and R ≤ ΛH
µd

for all t ≥ t1.

Again, from the fourth equation of the proposed model (6.1), it is obtained that

dBH

dt
≤ ξ

ΛH
µd

− χBH − γ1BHP

≤ ξ
ΛH
µd

− χBH

Hence, again by standard comparison theorem, there exists t2 ≥ t1 such that BH(t) ≤
ξΛH
χµd

for all t ≥ t2.

From, the fifth equation of the proposed model (6.1), it is obtained that

dBL

dt
≤ ξΛH

χµd
− δLBL − γ1BLP

≤ ξΛH
χµd

− δLBL

Again, also by standard comparison theorem, there exists t3 ≥ t2 ≥ t1 such that
BL(t) ≤ ξΛH

µdδL
for all t ≥ t3.

Let M = max{ΛH
µd
, ξΛH
χµd

, ξΛH
δLµd

}.
Thus, it follows that S(t) ≤ M , I(t) ≤ M , R(t) ≤ M , BH(t) ≤ M , and BL(t) ≤ M for
all t ≥ T . Therefore, all human populations, hyper-infectious and low-infectious Vibrio
Cholerae are uniformly and ultimately bounded.

Again, from the sixth equation of the proposed model (6.1), it is obtained that

dP

dt
≤ β1γ1(

ξΛH
χµd

+
ξΛH
µdδL

)P − w1P

Now, if β1γ1

(
ξΛH
χµd

+ ξΛH
µdδL

)
> w1 then the bacteriophage population becomes unbounded.

6.4 Local Stability of Disease Free Equilibrium Point

Let (Rn, Rn
+) be the standard ordered n- dimensional Euclidean space with a norm ||.||.

For u, v ∈ Rn, we denote u ≥ v if u − v ∈ Rn
+; u > v, if u − v ∈ Rn; u ≫ v, if

u− v ∈ Int(Rn
+).

Let A(t) be a continuous, cooperative, irreducible and ω periodic n×n matrix function.
Then ϕA(t) be a fundamental solution matrix of

dx

dt
= A(t)x (6.2)
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Let ρ(ϕA(ω)) be the spectral radius of ϕA(ω) [259]. According to Perron-Frobenius the-
orem, ρ(ϕA(ω)) is the simple principal eigenvalue of ϕA(ω) and it admits an eigenvector
v∗ which is grater than equal to zero vector.

Lemma 6.1 (Zhang and Zhao [259]) Let s = 1
ω
lnρ(ϕA(ω)), then there exists a posi-

tive ω periodic function v(t) such that estv(t) is a solution of (6.2).

In the following, we calculate the basic reproduction number of proposed system (6.1).
It is easy to see that the proposed system (6.1) has exactly one disease free equilibrium
point E0(S0, 0, 0, 0, 0, 0) where S0 =

ΛH
µd

.

Now, F (t)=

 0 βH(t)ΛH
KHµd

βL(t)ΛH
KLµd

0 0 0
0 0 0

 and V (t)=

 (γ + µc + µd) 0 0
−ξ χ 0
0 −χ δL


Let Y (t, s) is an 3× 3 matrix solution of the system

dY (t, s)

dt
= −V (t)Y (t, s)

for any t ≤ s, Y (s, s) = I where I is an 3× 3 identity matrix.
Let Cω be the ordered banach space of all ω periodic functions from R to R3 which
is equipped with maximum norm ||.||∞ and the positive cone C+

ω = {ϕ ∈ Cω : ϕ(t) ≥
0, for all t in R}. Now, we consider the linear operator L : Cω −→ Cω by

(Lϕ)(t) =

∫ +∞

0

Y (t, t− a)F (t− a)ϕ(t− a)da (6.3)

for any t ∈ R and ϕ ∈ Cω.
Finally, for the system (6.1) we define the basic reproduction number R0 as the spectral
radius of L i.e., R0 = ρ(L) which has been motivated by the concept of next generation
method introduced in the article of [244] and [15,59].

From the above discussion, the following theorem for the local asymptotically stabil-
ity of disease free equilibrium E0(S0, 0, 0, 0, 0, 0) has been obtained.

Theorem 6.2 (Wang and Zhao [244]) The following statements are valid
(i) R0 = 1 if and only if ρ(ϕF−V (ω)) = 1
(ii) R0 > 1 if and only if ρ(ϕF−V (ω)) > 1
(iii) R0 < 1 if and only if ρ(ϕF−V (ω)) < 1
Thus, we can say that the disease free equilibrium E0(S0, 0, 0, 0, 0, 0) is locally asymp-
totically stable if R0 < 1 and unstable if R0 > 1.

Observation: It is seen that the parameters γ1 (the phage absorption rate) and β1
(the number of phage produced per infected bacterium) are absent in the matrix F (t)
and V (t). Hence, it can be concluded that the phage population does not have any
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effect on the reduction of R0. But the higher value of absorption rate (γ1) may decrease
the Vibrio Cholerae bacterium population and it may reduce the spread of the Cholera
disease.

6.5 Global Stability of Disease Free Equilibrium Point

In this section, the global stability of disease free equilibrium point has been investigated.

Theorem 6.3 If R0 < 1, then the disease free state is globally asymptotically sta-
ble.

Proof. From second, fourth and fifth equations of the system (6.1), we have

dI

dt
= βH(t)

BHS

KH +BH

+ βL(t)
BLS

KL +BL

− (γ + µd +muc)I

≤ βH(t)
BH

KH +BH

ΛH
µd

+ βL(t)
BL

KL +BL

ΛH
µd

− (γ + µd +muc)I

≤ βH(t)
ΛHBH

KHµd
+ βL(t)

ΛHBL

µdKL

ΛH
µd

− (γ + µd +muc)I

dBH

dt
≤ ξI − χBH

dBL

dt
≤ χBH − δLBL

Then, for all t ≥ 0, hence 0 ≤ S(t) ≤ ΛH
µd

, BH(t) ≥ 0, BL(t) ≥ 0 and P (t) ≥ 0. Now,
consider the following auxiliary system:

dI

dt
= βH(t)

ΛHBH

KHµd
+ βL(t)

ΛHBL

µdKL

ΛH
µd

− (γ + µd +muc)I

dBH

dt
= ξI − χBH

dBL

dt
= χBH − δLBL

which can be written as

dX

dt
= (F (t)− V (t))X

where X = (I(t), BH(t), BL(t))
T .

Then using above Lemma 6.1, there exists a positive ω-periodic function X̄(t) such
that X(t) = estX̄(t) is a solution of the above system where s = 1

ω
lnρ(ϕF−V (ω)). Again,

from Theorem 6.2, we know that for R0 < 1, ρ(ϕF−V (ω)) < 1, so s must be a negative
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constant. Therefore, when t→ ∞, we have X(t) → 0.

i.e., lim
t→∞

I(t) = 0, lim
t→∞

BH(t) = 0 and lim
t→∞

BL(t) = 0.

i.e., lim
t→∞

R(t) = 0, lim
t→∞

P (t) = 0 and lim
t→∞

S(t) =
ΛH
µd

Hence, the above implies that the disease free equilibrium point E0 is globally asymp-
totically stable.

6.6 Uniform Persistence of the Disease

In this section, the uniform persistence of the disease has been investigated.

Theorem 6.4 If R0 > 1, there exists a positive constant ϵ such that for all initial
value (S(0), I(0), R(0), BH(0), BL(0), P (0)) ∈ {(S, I, R,BH , BL, P ) ∈ R6

+ : I > 0, BH >
0, BL > 0}, the solution of system (6.1) satisfies the following

lim
t→∞

infI(t) ≥ ϵ, lim
t→∞

infBH(t) ≥ ϵ and lim
t→∞

infBL(t) ≥ ϵ.

i.e., for R0 > 1, the disease in system (6.1) is uniformly persistent.

Proof. Let us consider the sets X = R6
+, X0 = {(S, I, R,BH , BL, P ) ∈ R6

+ : I >
0, BH > 0, BL > 0} and ∂X0 = X \X0.
Next, we define a Poincare map P : R6

+ −→ R6
+ satisfying P (x0)=u(ω, x0),∀x0 ∈ R6

+

where u(t, x0) be the unique solution of system (6.1) satisfying u(0, x0) = x0.
At first, we show that P is uniformly persistent with respect to (X0, ∂X0). It is easy
to see from the system (6.1) that X and X0 are positively invariant. Moreover, ∂X0

is relatively closed set in X. Now, from Theorem 6.1, it follows that the solutions of
the system (6.1) are uniformly and ultimately bounded. Thus, the semi-flow P is point
dissipative on R6

+ and P : R6
+ → R6

+ is compact by Theorem 3.4.8 in [262]. Then, it
follows that P admits a global attractor which attracts every bounded set in R6

+.

Now, we define another set M∂ as

M∂ = {(S(0), I(0), R(0), BH(0), BL(0), P (0)) ∈ ∂X0 : P
m(S0, I0, R0, BH0, BL0, P0) ∈ ∂X0,

∀m ∈ N ∪ 0}.

Next, it is claimed that

M∂ = {(S, 0, R, 0, 0, P ) : S ≥ 0, R ≥ 0, P ≥ 0}.

In fact, it is obvious that

{(S, 0, R, 0, 0, P ) : S ≥ 0, R ≥ 0, P ≥ 0} ⊆M∂
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For any (S(0), I(0), R(0), BH(0), BL(0), P (0)) ∈ ∂X0/{(S, 0, R, 0, 0, P ) : S ≥ 0,
R ≥ 0, P ≥ 0}, if I(0) = 0, BH(0) = 0, BL(0) > 0 it is clear that S > 0 and BL > 0 for all

t > 0. Now, from the second equation of (6.1) we have İ(0)=βL(t)
S(0)BL(0)
KL+BL(0)

> 0⇒ I(0) >

0. Thus, from the fourth equation of (6.1) we have ḂH(0) = ξI(0) > 0 else if I(0) = 0,
BL(0) = 0 and BH > 0. Then, similarly we can show that İ(0) > 0 and BH(0) > 0
and similarly for other cases also. Therefore, if (S(0), I(0), R(0), BH(0), BL(0), P (0)) /∈
{(S, 0, R, 0, 0, P ) : S ≥ 0, R ≥ 0, P ≥ 0} then (S(t), I(t), R(t), BH(t), BL(t), P (t)) /∈ ∂X0

for simultaneously small t > 0. This implies that M∂ ⊆ {(S, 0, R, 0, 0, P ) : S ≥ 0, R ≥
0, P ≥ 0}. Therefore, we have M∂ = {(S, 0, R, 0, 0, P ) : S ≥ 0, R ≥ 0, P ≥ 0}. Clearly,
E0 is one fixed point of P in M∂. If (S(t), I(t), R(t), BH(t), BL(t), P (t)) is a solution of
system (6.1) initiating from M∂, it then follows from (6.1) that S(t) → S0,
I(t) → 0, R(t) → 0, BH(t) → 0, BL(t) → 0, P (t) → 0 as t→ ∞. So, any solution of (6.1)
initiating in M∂ will remain into M∂.

We will now show that {E0} is an acyclic covering of E0. It is enough to show that
{E0} is a isolated invariant subset of M∂ i.e., W s(E0) ∩ X0 = ∅, where W s(E0) is the
stable set of E0. Let x

0 = (S(0), I(0), R(0), BH(0), BL(0), P (0)) ∈ X0, then by the conti-
nuity of solution with respect to initial values ∀x ∈ (0, ΛH

µd
), then there exists ξ > 0 such

that ∀x0 ∈ X0 with ||x0 − E0|| ≤ ξ, it follows that ||u(t, x0) − u(t, E0)|| ≤ ϵ∀t ∈ [0, w].
To show x0 ∈ X0 ⇒ x0 /∈ W s(E0), it is enough to show that lim

m→∞
d(Pm(x0), E0) ≥ ξ for

some m > 0. If not let ∃x0 ∈ X0 such that lim
m→∞

d(Pm(x0), E0) < η for all m > 0. This

implies that ||u(t, Pm(x0))− u(t, E0)|| ≤ ϵ, ∀t ∈ [0, w].
To show, x0 ∈ X0 ⇒ x0 /∈ W s(E0), it is enough to show that lim

m→∞
sup d (Pm(x0), E0) ≥

ξ for some m > 0. If not let ∃x0 ∈ X0 such that lim
m→∞

sup d (Pm(x0), E0) ≥ η for all

m > 0. This implies that ||u(t, Pm(x0)) − u(t, E0)|| < ϵ, ∀t ∈ [0, w]. For any t ≥ 0, let
t = mw + t1 where t1 ∈ [0, w] and m = [ t

w
] which is the greatest integer less than or

equal to t
w
. Then, we have ||u(t, Pm(x0)) − u(t, E0)|| = ||u(t1, Pm(x0)) − u(t, E0)|| ≤ ϵ,

∀t ∈ [0, w].

By selecting (S(t), I(t), R(t), BH(t), BL(t), P (t)) = u(t, x0), it follows that ΛH
µd

− ϵ ≤
S(t) ≤ ΛH

µd
+ ϵ, 0 ≤ I ≤ ϵ, 0 ≤ R ≤ ϵ, 0 ≤ BH ≤ ϵ, 0 ≤ BL ≤ ϵ, 0 ≤ P ≤ ϵ for all t ≥ 0.

Then, we have S(t)
KH+BH

≥ ( ΛH
µdKH

− ϵ
KH+ϵ

) and S(t)
KL+BL

≥ ( ΛH
µdKL

− ϵ
KL+ϵ

). Therefore, from

system (6.1) we have

dI

dt
≥ βH(t)(

ΛH
µdKH

− ϵ

KH + ϵ
)BH + βL(t)(

ΛH
µdKL

− ϵ

KL + ϵ
)BL

dBH

dt
= ξI − χBH

dBL

dt
= χBH − δLBL
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Then, a matrix Mϵ(t) can be obtained as follows:

Mϵ(t) =

 0 βH(t)
ϵ

KH+ϵ
βL(t)

ϵ
KL+ϵ

0 0 0
0 0 0


Already, from Theorem 6.2, it is known that as R0 > 1 so ρ(ϕF−V (ω)) > 1, choosing ϵ
is very very small such that ρ(ϕF−V−Mϵ(ω)) > 1. Again, by lemma 6.1 and the stan-
dard comparison principle [125], there exists a positive ω periodic function f2(t) such
that ȷ(t) ≥ f2(t)e

s2(t) where ȷ(t) = (I(t), BH(t), BL(t))
T and s2 = 1

ω
lnρ(ϕF−V (ω)) > 0.

This implies that

lim
t→∞

I(t) = ∞, lim
t→∞

BH(t) = ∞ and lim
t→∞

BL(t) = ∞

which is a contradiction in M∂. Hence, W
s(E0)∩X0 = ∅. Then, by Theorem 1.3.1 [262]

we obtain that P is uniformly persistent with respect to (X0, ∂X0). Thus, by Theorem
1.3.1 [262] it follows that the solution of (6.1) is uniformly persistent.

6.7 Periodic Solution

In this section, the existence and stability of a positive periodic solution of the system
(6.1) have been investigated in Theorem 6.5 as follows:

Theorem 6.5 If R0 > 1, then the system (6.1) admits a positive ω-periodic solution
which is globally asymptotically stable.

Proof. We have already proved in Theorem 6.3 that the Poincare map, P : R6
+ −→ R6

+ of
the system (6.1) is point dissipative and compact as well as P is uniformly persistent with
respect to (X0, ∂X0). Then, it follows from Theorem 1.3.6 [262] that the Poincare map
P has a fixed point (S̃, Ĩ, R̃, B̃H , B̃L, P̃ ) ∈ Int(R6

+). Hence, u(t, (S̃, Ĩ, R̃, B̃H , B̃L, P̃ )) ∈
Int(R6

+) for all t > 0. Thus, (S̃, Ĩ, R̃, B̃H , B̃L, P̃ ) is a positive ω− periodic solution of
system (6.1) due to the definition of the semi-flow P .

Let X̃ = (S̃, Ĩ, R̃, B̃H , B̃L, P̃ ) be positive ω-periodic solution of system (6.1) and
X(t) = (S(t), I(t), R(t), BH(t), BL(t), P (t)) be any solution of system (6.1) initiating
from nonnegative initial values. Then, a Lyapunov function is defined as follows:

L(S, I, R,BH , BL, P ) = |S(t)− S̃(t)|+ |I(t)− Ĩ(t)|+ |R(t)− R̃(t)|

+
µd
ξ
|BH(t)− B̃H(t)|+

µd
ξ
|BL(t)− B̃L(t)|+

1

β1
|P (t)− P̃ (t)|

Using the following

|x|′ =

{
x′ if x ≥ 0
−x′ if x < 0
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the right upper derivative D+L(t) of L(t) of the system (6.1) is obtained as follows:

D+L(S, I, R,BH , BL, P ) = sign(S(t)− S̃(t))

{
βH(t)

B̃H(t)S̃(t)

KH + B̃H(t)
+ βL(t)

B̃L(t)S̃(t)

KL + B̃L(t)

−βH(t)
BH(t)S(t)

KH +BH(t)
− βL(t)

BL(t)S(t)

KL +BL(t)
+ w(R(t)− R̃(t))− µd(S(t)− S̃(t))

}
+sign(I(t)− Ĩ(t))

{
βH(t)

BH(t)S(t)

KH +BH(t)
+ βL(t)

BL(t)S(t)

KL +BL(t)
− βH(t)

B̃H(t)S̃(t)

KH + B̃H(t)

−βL(t)
B̃L(t)S̃(t)

KL + B̃L(t)
− (γ + µc + µd)(I(t)− Ĩ(t))

}
+ sign(R(t)− R̃(t))

{
γ(I(t)− Ĩ(t))

−(w + µd)(R(t)− R̃(t))

}
+
µd
ξ
sign(BH(t)− B̃H(t))

{
ξ(I(t)− Ĩ(t))

−χ(BH(t)− B̃H(t))− γ1(BH(t)P (t)− B̃H(t)P̃ (t))

}
+
µd
ξ
sign(BL(t)− B̃L(t))

{
χ(BH(t)− B̃H(t))− δL(BL(t)− B̃L(t))

−γ1(BL(t)P (t)− B̃L(t)P̃ (t))

}
+

1

β1
sign(P (t)− P̃ (t))

{
β1γ1(BH(t)P (t)− B̃H(t)P̃ (t))

+β1γ1(BL(t)P (t)− B̃L(t)P̃ (t))− w1(P (t)− P̃ (t))

}
≤ −µd|S(t)− S̃(t)| − µc|I(t)− Ĩ(t)| − µd|R− R̃| − µdδL

ξ
|BL(t)− B̃L(t)|

−w1

β1
|P (t)− P̃ (t)|

≤ −K
(
|S(t)− S̃(t)|+ |I(t)− Ĩ(t)|+ |R− R̃|+ |BL(t)− B̃L(t)|+ |P (t)− P̃ (t)|

)

where K = min{µd, µc, µdδLξ , w1

β1
}.

Now, integrating the above inequality from t̄ to ∞, it is obtained that

L(t) +K

∫ ∞

t̄

(
|S(t)− S̃(t)|+ |I(t)− Ĩ(t)|+ |R− R̃|+ |BL(t)− B̃L(t)|

+|P (t)− P̃ (t)|
)
ds ≤ L(t̄)
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provided that t > t̄. Then, it follows that

sup
t→∞

K

∫ ∞

t̄

(
|S(t)− S̃(t)|+ |I(t)− Ĩ(t)|+ |R− R̃|+ |BL(t)− B̃L(t)|

+|P (t)− P̃ (t)|
)
ds ≤ L(t̄)

K
< +∞

i.e., lim
t→∞

|S(t)− S̃(t)| = 0, lim
t→∞

|I(t)− Ĩ(t)| = 0, lim
t→∞

|R(t)− R̃(t)| = 0,

lim
t→∞

|BH(t)− B̃H(t)| = 0, lim
t→∞

|BL(t)− B̃L(t)| = 0 and lim
t→∞

|P (t)− P̃ (t)| = 0.

Therefore, the solution (S̃(t), Ĩ(t), R̃(t), B̃H(t), B̃L(t), P̃ (t)) of system (6.1) is globally
asymptotically stable.

6.8 Numerical Simulation

For numerical simulation to illustrate the proposed mathematical model, the standard
software MATLAB 2010a has been used. After finding the value of R0 numerically using
the parametric values in Table 6.1, it has been shown that when disease persists and
disappears from the human population.

Table 6.1: (Estimation of parameters)

Parameters Values Unit References

ΛH 15 day−1 Assumed

µd 5.48× 10−5 day−1 [90]

µc 0.015 day−1 [90]

γ 0.004 day−1 [90]

ξ 100 cells/Lday−1 [51]

χ 33.6 cells/Lday−1 [206]

γ1 1.4× 10−9 liter per virion/day [41]

δL 0.2333 day−1 [51]

β1 100 virion per cell [33]

w 0.025 day−1 Assumed

w1 0.5− 7.9 virion per day [110]
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Now, using the following initial values of the state variables such as S(0) = 800000, I(0) =
800, R(0) = 100, BH(0) = 3000000, BL(0) = 3000000, P (0) = 300000 and also taking
KH = 109, KL = 109, δ = 0.75, BH0 = 0.2143, BL0 = 0.2, Figure 6.1 has been drawn from
which, it is observed that when R0 =0.6043 < 1, then it is confirmed that the disease free
equilibrium point of the system (6.1) is globally asymptotically stable. Therefore, it is
concluded that the Cholera disease will be disappeared from the human population when
the basic reproduction number must be less than one in the presence of bacteriophage.

Again, using the following initial values of the state variables such as S(0) = 8000, I(0) =
800, R(0) = 100, BH(0) = 30000, BL(0) = 30000, P (0) = 3000 and also KH = 109, KL =
109

7
, δ = 0.75, BH0 = 0.2143, BL0 = 0.2, Figure 6.2 has been drawn from which it is

observed that when R0 = 4.2030 > 1, then it is confirmed that the disease persists in
the system (6.1) and it is globally asymptotically stable. Therefore, it is concluded that
the Cholera disease will be positively persisted in the human population when the basic
reproduction number is greater than one in the presence of bacteriophage.
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Figure 6.1: Represents the solution of the system (6.1) when R0 < 1.
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Figure 6.2: Represents the solution of the system (6.1) when R0 > 1.
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Figure 6.3: Limit cycle.
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6.9. CONCLUSION

Using the same parametric values and initial condition that is used in Figure 6.2, Figure
6.3 has been drawn and from this figure, it is seen that the limit cycle of each population
such as susceptible human, infected human, recovered human, hyper-infectious Vibrio
Cholerae bacteria and low-infectious Vibrio Cholerae bacteria with respect to bacterio-
phage is stable. Again, it is known that the stable limit cycles are example of attractors.
So, they imply self-sustained oscillations i.e., the closed trajectory describes perfect pe-
riodic behavior of the system and any small perturbation from this closed trajectory
causes the system to return to it, making the system stick to the limit cycle.

6.9 Conclusion

In this chapter, a Cholera epidemic model with periodic transmission rate has been dis-
cussed. Here, the total human population is divided into three sub populations such as
(i) susceptible human (ii) infected human (iii) recovered human as well as total bacterial
population to be divided into three sub populations such as (i) hyper-infectious Vibrio
Cholerae bacterium (ii) low-infectious bacterium and (iii) bacteriophage. The host im-
munity, pathogen hyper-infectivity and phages are all factors that can be leveraged for
outbreak control. Here, it has been shown that the disease free equilibrium point is
globally asymptotically stable and the Cholera disease is disappeared if the basic repro-
duction number is less than one. It is observed that when the basic reproduction number
is grater than one, then the endemic equilibrium is globally asymptotically stable and
the disease persists in the human population. It is also observed that the system has
a stable limit cycle with respect to bacteriophage and this closed trajectory describes
perfect periodic behavior of the proposed system. Here, numerical simulations of the
mathematical model support our all analytical results.

Gateway from Chapter 6 to Chapter 7
In Chapter 6, we have studied the dynamics of Cholera disease in a time periodic envi-
ronment. Most of the parameters involved in this chapter are crisp. Also, most of the
published papers on mathematical models of Cholera disease are crisp in nature. But in
real world, every parameter changes with respect to time due to different human activi-
ties or natural disasters. So, the parameters related to the Cholera disease transmission
may be uncertain in nature. Taking this issue in mind, we study the dynamics of Cholera
disease model in a fuzzy environment in the next chapter.
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Chapter 7

Dynamical Study in Fuzzy

Threshold Dynamics of a Cholera

Epidemic Model

7.1 Introduction

Cholera is an acute diarrhoeal infection caused by ingestion of food or water contam-
inated with the bacterium Vibrio Cholerae. It causes mortality, disability, social and
economic damage for millions of people in the whole world specially in developing coun-
tries. So, it is a major threat to human being. Two of the toxigenic Vibrio Cholerae O1
and O139 are free-living bacterial organisms found in fresh and briny water. Frequently,
they are found in association with zooplankton, shellfish and aquatic plants. It spreads
through the contaminated food, drinking water and also from the feces of infected hu-
man. The main symptoms of Cholera are watery diarrhea, vomiting, rapid dehydration,
rapid heart rate, loss of skin elasticity, dry mucous membranes etc. Severe outbreaks
usually occur in underdeveloped areas with inadequate sanitation, poor hygiene and lim-
ited access to safe water supplies. Although there are many recent progresses in medical
sciences, Cholera remains now as a global threat in some parts of the world.

Mathematical models have become more important tools for analyzing the spread of
Cholera disease. Basically, ordinary differential equation is used for formulation of this
type of problem and it provides some mathematical answer and explanation. At first
a crisp mathematical model on Cholera disease was described by Capasso [32] in 1979.
It was consisted with two equations to follow the dynamics of infected individuals and
the number of free-living infective stages. More recently, Codeco [51] developed a more
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general model of Cholera with an additional equation included in the Capasso’s model.
Modeling and analysis of the spread of carrier dependent infectious diseases with envi-
ronmental effects was explored by Singh et al. [218]. There exists many mathematical
models [7, 9, 90, 99, 153, 154, 174–176] in crisp environment on Cholera disease which ex-
plore the spread and control strategies of the disease.

The parameters involved in the mathematical models on Cholera disease discussed above
are crisp in nature. But it is found that the biological parameters involved in the differ-
ential equations are not always fixed. In the real world, it is seen that every community
is changing continuously with the varying environments. In the present time, the global
warming is the main problem in the whole globe. It is the increase of earth’s average
surface temperature due to effect of greenhouse gases such as carbon dioxide emissions
from burning fossil fuels or from deforestation which trap heat that would otherwise
escape from earth. The change of temperature strongly effects on the reproduction rate
of the bacterial population. Many parameters may oscillate with the change of environ-
ments in real world ecosystem. These parameters are also varying due to both natural
and human activities such as earthquake, climate warming, financial crisis etc. There-
fore, due to continuous interactions between the human and bacteria, the dynamics of
Cholera disease are strongly influenced by the environmental variations. Therefore, the
parameters in the systems are uncertain in nature. In the literature there are different
methods to deal the uncertainty. One of them fuzzy set theoretic approach is more sig-
nificant to analyze the uncertain parameters. At first the fuzzy concept was introduced
by Zadeh [258] in 1965. After that many developments [60–62,265] is going on the fuzzy
numbers. So, in this chapter, we have used fuzzy set theory to formulate this Cholera
model. There exist very few number of papers in infectious disease model in a fuzzy
environment [57]. Mizukoshi et al. [155] explored the stability analysis of dynamical sys-
tem with variables and parameters in uncertain environment. Then, Peixto et al. [179]
and Pal et al. [172] developed fuzzy parameter based predator-prey mathematical model.

From the above literature reviews, it is observed that many investigation have been
done on the Cholera disease transmission and its control in crisp environment. But till
now no one has investigated the Cholera model in fuzzy environment.

To explore this unveiled direction in the Cholera disease here it has been developed
by considering all parameters to be fuzzy numbers. Here, total human population is
classified into three subpopulations such as susceptible human, infected human and re-
covered human. Also, one bacterial population (Vibrio Cholerae) is considered in this
mathematical model. Existence condition and boundedness of solution of our proposed
mathematical model have been discussed. Also, the different equilibrium points and the
stability condition of the system around these equilibrium points have been analyzed.
The global stability conditions of the proposed system around the positive equilibrium
point have been also discussed. Ultimately, some numerical simulations have been given
to verify our analytical findings.
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7.2 Preliminaries

Fuzzy Set
Fuzzy sets deals with objects that are ’matter of degree’ with all possible grades of truth
between yes or no. So a fuzzy set is a class of objects in which there is no sharp boundary
between those objects that belong to the class and those do not. Let X be a collection
of objects and x be an element of X then a fuzzy set Ã in X is a set of ordered pairs
Ã = {(x, µÃ(x)) : x ∈ X} where µÃ(x) is called the membership function or grade of
membership of x in Ã which maps X to the membership space M which is considered
as the closed interval [0, u] where 0 ≤ u ≤ 1.

Triangular Fuzzy Number
A Triangular fuzzy number Ã is specified by the triplet (a, b, c) and is defined by its
continuous membership (Figure 7.1) function µÃ(x) : X → [0, 1] as follows

µÃ(x) =


x− a

b− a
if a ≤ x ≤ b

c− x

c− b
if b ≤ x ≤ c

0 otherwise

Figure 7.1: Triangular fuzzy number.

α - Cut of a Fuzzy Number
A α - cut of a fuzzy number Ã in X is denoted by Aα and is defined as the following
crisp set

Aα = {x : µÃ(x) ≥ α, x ∈ X} where α ∈ [0, 1]

Aα is a non-empty bounded closed interval contained in X and it can be denoted by
Aα = [AL(α), AR(α)] where AL(α) and AR(α) are the lower and upper bounds (Figure
7.2) of the closed interval respectively.
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It is clear that α - cut of triangular fuzzy number Ã = (a1, a2, a3) is a closed and bounded
interval [AL(α), AR(α)] where AL(α) = a1 + α(a2 − a1) and AR(α) = a3 − α(a3 − a2).

Figure 7.2: α - cut of a Triangular fuzzy number.

Interval Arithmetic of a Fuzzy Number
Let [PL, PR] and [QL, QR] be two interval numbers. The addition and subtraction of two
interval numbers are given by

[PL, PR] + [QL, QR] = [PL +QL, PR +QR]

[PL, PR]− [QL, QR] = [PL −QR, PR −QL]

Utility Function Method (UFM)
In UFM, a utility function is defined for each of the objectives gi according to their
relative importance. A simple utility function may be defined as wigi for i− th objective
where wi is a scalar and represent the weight assigned to the corresponding objective.
Then the total utility defined as the weighted sum of the objectives as follows

U =
n∑
i=1

wigi, wi ≥ 0

subject to the condition
∑n

i=1wi = 1.

7.3 Model Formulation

We have considered S(t), I(t), R(t) and VE(t) as the population densities of the suscep-
tible human, infected human, recovered human and Vibrio Cholerae in the environment
at time t respectively. Let Ã, µ̃d, β̃ and δ̃ be the fuzzy intrinsic growth rate of suscep-
tible human, fuzzy natural death rate of susceptible human, fuzzy transmission rate of
susceptible human to infected human and fuzzy rate of loose of natural immunity re-
spectively. Let µ̃d, m̃, α̃1 and γ̃ be the fuzzy natural death rate of infected human, fuzzy
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disease related death rate of infected human, fuzzy recovery rate of infected human and
fuzzy rate of excretion of Vibrio Cholerae in the environment by vomiting, feces etc. by
infected human. Let µ̃d be the fuzzy natural death rate of recovered human and fuzzy
natural death rate of Vibrio Cholerae in the environment. By using the concept on the
fuzzy initial value problem [210] and differentials of fuzzy functions [186] and considering
the above assumptions, a set of fuzzy differential equations regarding the Cholera disease
has been developed as follows:

d̃S

dt
= Ã− µ̃dS − β̃SVE + δ̃R

d̃I
dt

= β̃SVE − µ̃dI − m̃I − α̃1I − γ̃I

d̃R
dt

= α̃1I − µ̃dR− δ̃R

d̃VE
dt

= γ̃I − µ̃VEVE


(7.1)

To find the solution of (7.1) let[
d̃x

dt

]
α

=

[(
dx

dt

)α
L

,

(
dx

dt

)α
R

]

The deterministic system of the model (7.1) is given by(
dS

dt

)α
L

= (AL)
α − (µdR)

α S − (βR)
α SVE + (δL)

αR(
dS

dt

)α
R

= (AR)
α − (µdL)

α S − (βL)
α SVE + (δR)

αR(
dI

dt

)α
L

= (βL)
α SVE − [(µdR)

α + (mR)
α + (α1R)

α + (γR)
α] I(

dI

dt

)α
R

= (βR)
α SVE − [(µdL)

α + (mL)
α + (α1L)

α + (γL)
α] I(

dR

dt

)α
L

= (α1L)
α I − [(µdR)

α + (δR)
α]R(

dR

dt

)α
R

= (α1R)
α I − [(µdL)

α + (δL)
α]R(

dVE
dt

)α
L

= (γL)
α I −

(
µVER

)α
VE(

dVE
dt

)α
R

= (γR)
α I −

(
µVEL

)α
VE
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Using the concept of UFM, we can write the above system of differential equations as
follows:

dS

dt
= w1

(
dS
dt

)α
L
+ w2

(
dS
dt

)α
R

dI
dt

= w1

(
dI
dt

)α
L
+ w2

(
dI
dt

)α
R

dR
dt

= w1

(
dR
dt

)α
L
+ w2

(
dR
dt

)α
R

dVE
dt

= w1

(
dVE
dt

)α
L
+ w2

(
dVE
dt

)α
R


(7.2)

where w1 and w2 are two weight functions such that w1 + w2 = 1 and w1, w2 ≥ 0. Then
the equation (7.2) can be written as

dS

dt
= a11 − a12S − a13SVE + a14R

dI
dt

= a21SVE − a22I

dR
dt

= a31I − a32R

dVE
dt

= a41I − a42VE


(7.3)

where

a11 = w1 (AL)
α + w2 (AR)

α , a12 = w1 (µdR)
α + w2 (µdL)

α , a13 = w1 (βR)
α + w2 (βL)

α ,

a14 = w1 (δL)
α + w2 (δR)

α , a21 = w1 (βL)
α + w2 (βR)

α

a22 = w1 [(µdR)
α + (mR)

α + (α1R)
α + (γR)

α] + w2 [(µdL)
α + (mL)

α + (α1L)
α + (γL)

α]

a31 = w1 (α1L)
α + w2 (α1R)

α , a32 = w1 [(µdR)
α + (δR)

α] + w2 [(µdL)
α + (δL)

α]

a41 = w1 (γL)
α + w2 (γR)

α , a42 = w1

(
µVER

)α
+ w2

(
µVEL

)α

7.4 Boundedness of Solutions

In this section, the boundedness of all solutions of the proposed system (7.3) has been
shown. Before proving the boundedness at first Lemma 7.1 has been proved.

Lemma 7.1 (a22 − a31) > 0, (a32 − a14) > 0 and (a21 − a13) > 0 provided that
[(µdL)

α + (mL)
α + (γL)

α] + (α1L)
α > (α1R)

α, (µdL)
α + (δL)

α > (δR)
α and 0 ≤ w1 ≤ 0.5

respectively.
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Proof. We have

a22 − a31 = w1

[
(µdR)

α + (mR)
α + (α1R)

α + (γR)
α

]
+w2

[
(µdL)

α + (mL)
α + (α1L)

α + (γL)
α

]
= w1

{[
(µdR)

α + (mR)
α + (α1R)

α + (γR)
α

]
−
[
(µdL)

α + (mL)
α + (α1L)

α + (γL)
α

]
+(α1R)

α − (α1L)
α

}
+

[
(µdL)

α + (mL)
α + (α1L)

α + (γL)
α

]
− (α1R)

α (7.4)

since w1 + w2 = 1.
Now, when w1 = 0 we have

a22 − a31 = [(µdL)
α + (mL)

α + (α1L)
α + (γL)

α]− (α1R)
α

Then a22 − a31 will be positive for w1 = 0 if

[(µdL)
α + (mL)

α + (α1L)
α + (γL)

α] > (α1R)
α (7.5)

Therefore, from equation (7.4) it is obtained that

d(a22 − a31)

dw1

= [(µdR)
α + (mR)

α + (α1R)
α + (γR)

α]− [(µdL)
α + (mL)

α + (α1L)
α + (γL)

α]

+ (α1R)
α − (α1L)

α > 0,∀w1 ∈ [0, 1]

So, (a22 − a31) is an increasing function with respect to w1 and it will be positive if
condition (7.5) holds.
In the similar way, it can be proved that (a32−a14) is an increasing function with respect
to w1 and it will be positive if condition

(µdL)
α + (δL)

α > (δR)
α

holds and also (a21 − a13) is an increasing function with respect to w1 and it will be
positive if condition 0 ≤ w1 ≤ 0.5 holds.

Theorem 7.1 All solutions of the system (7.3) are bounded in the region R4
+ pro-

vided that a21 ≥ a13 and σ = min{a12, (a22 − a31), (a32 − a14)}.

Proof. Let us define a function

W = S + I +R (7.6)

Now, differentiating (7.6) with respect to time t and simplifying we have

dW

dt
=
dS

dt
+
dI

dt
+
dR

dt

i.e.,
dW

dt
= a11 − a12S + (a31 − a22)I + (a14 − a32)R + (a21 − a13)SVE (7.7)
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For a positive real number σ, multiplying σ on the both sides of (7.6) and then adding
with equation (7.7) we have

dW

dt
+ σW = a11 + (σ − a12)S + (σ − (a22 − a31))I + (σ − (a32 − a14))R

+ (a21 − a13)SVE

Now according to Lemma 7.1, if σ = min{a12, (a22 − a31), (a32 − a14)} then the above
equation reduces to in the following form

dW

dt
+ σW ≤ a11

Solving the above we get

W ≤ a11
σ

+ c1e
−σt

Taking t tends to infinity, we haveW ≤ a11
σ
. So, it can be written as S(t) ≤ a11

σ
, I(t) ≤ a11

σ

and R(t) ≤ a11
σ
.

Now, from the fourth equation of system (7.3) we have

dVE
dt

= a41I − a42VE

dVE
dt

≤ a11a41
σ

− a42VE

dVE
dt

+ a42VE ≤ a11a41
σ

Solving the above equation, we have

VE ≤ a11a41
σa42

+ c2e
−a42t

Taking t tends to infinity, it is obtained that

VE ≤ a11a41
σa42

This proves that the solutions of the system are bounded.

7.5 Equilibrium Points

The system (7.3) has two equilibrium points such as
(i) disease free equilibrium point E0=(S0, 0, 0, 0) where S0 =

a11
a12

.
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(ii) endemic equilibrium point (E∗) = (S∗, I∗, R∗, V ∗
E) where

S∗ =
a22a42
a21a41

I∗ =
a11a21a41a32 − a22a32a12a42
a22a32a13a41 − a21a41a14a31

R∗ =
a31I

∗

a32
, V ∗

E =
a41I

∗

a42

The basic reproduction number is R0 =
a11a21a41
a22a12a42

.

7.6 Stability Analysis

The jacobian matrix of the system (7.3) is given by

J(S, I, R, VE) =


−a12 − a13VE 0 a14 −a13S

a21VE −a22 0 a21S
0 a31 −a32 0
0 a41 0 −a42


Theorem 7.2 The system (7.3) is locally asymptotically stable at E0 if a11a21a41

a22a12a42
< 1.

Proof. The characteristic equation at E0 of the system (7.3) is given by

(a32 + x)(x+ a12)
[
x2 + b1x+ b2

]
= 0

where b1 = (a22 + a42), b2 = a22a42 − a11a21a41
a12

.
The roots of the characteristic equation are x = −a32 < 0,x = −a12 < 0 since a12, a32
are positive and also by Routh-Hurwitz criteria the roots of the quadratic equation will
be negative real number or complex with negative real parts if b1 > 0, b2 > 0 and
b21 − 4b2 < 0. Since a22 > 0, a42 > 0 then obviously b1 > 0 and b2 will be positive if

a22a12a42 − a11a21a41 > 0

i.e.,
a11a21a41
a22a12a42

< 1

Theorem 7.3 The system (7.3) is locally asymptotically stable at E∗ if ci > 0 for
i = 1, 2, 3, 4 and c1c2 > c3, c1c2c3 > c23 + c21c4.

Proof. The characteristic equation of the system (7.3) at the equilibrium point E∗

is

x4 + c1x
3 + c2x

2 + c3x+ c4 = 0

where c1 = a32 + a42 + a12 + a13V
∗
E + a22,c2 = a32a42 + a22a12 + a22a13V

∗
E − a21a41S

∗,
c3 = a32a42a12+a32a42a13V

∗
E+a22a32a42+a22a32a12+a22a32a13V

∗
E+a22a42a12+a22a42a13V

∗
E
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−a14a21a31V ∗
E − a12a21a41S

∗ − a21a41a32S
∗, c4 = a22a32a42a12 + a22a32a42a13V

∗
E

−a14a21a31a42V ∗
E − a12a21a41a32S

∗. Now, according to Routh-Hurwitch criteria the roots
of a biquadratic equation will be negative or have a negative real parts i.e., the system
(7.3) will be locally asymptotically stable at E∗ if each ci > 0 for i = 1, 2, 3, 4 and
c1c2 > c3, c1c2c3 > c23 + c21c4.

Theorem 7.4 The system (7.3) is globally asymptotically stable around E∗ if µ3 > 0
where µ3 = a21µ2 − a22 + min[(a12 + a22 + a13µ2) − max (a21µ2, a13µ2) , a42 − a41 +
min {a21 + µ2(a13 − a21), a22}].

Proof. Let us consider the subsystem of the system (7.3) as

dS

dt
= a11 − a12S − a13SVE

dI
dt

= a21SVE − a22I

dVE
dt

= a41I − a42VE


(7.8)

The jacobian matrix of the system (7.8) is given by

J =

 −a12 − a13VE 0 −a13S
a21VE −a22 a21S
0 a41 −a42


Now, the second additive matrix is given by

J [2] =

 −a12 − a22 − a13VE a21S a13S
a41 −a12 − a13VE − a42 0
0 a21VE −a22 − a42


We have P (x) = P (S, I, VE) = diag

(
S
I
, S
I
, S
I

)
, Pf =

∂P
∂x

= diag
(
Ṡ
I
− Sİ

I2
, Ṡ
I
− Sİ

I2
, Ṡ
I
− Sİ

I2

)
.

Now, it follows that PfP
−1 = diag

(
Ṡ
S
− İ

I
, Ṡ
S
− İ

I
, Ṡ
S
− İ

I

)
and PJ [2]P−1 = J [2] so that

B = PfP
−1 + PJ [2]P−1 =

(
B11 B12

B21 B22

)
B11 =

Ṡ
S
− İ

I
− (a12 + a22 + a13VE), B12 =

(
a21S a13S

)
, B21 =

(
a41 0

)t
B22 =

(
Ṡ
S
− İ

I
− (a12 + a13VE + a42) 0

a21VE
Ṡ
S
− İ

I
− (a22 + a42)

)
Now, µ1(B11) =

Ṡ
S
− İ

I
− (a12 + a13VE + a42), |B12| = max{a21S, a13S}, B21 = a41,

µ1(B22) =
Ṡ
S
− İ

I
− a42 −min {a21 + VE(a13 − a21), a22}.

Therefore,

µ(B) ≤ sup{p1, p2} (7.9)
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where

p1 = µ1(B11) + |B12| =
Ṡ

S
− İ

I
− (a12 + a22 + a13VE) +max{a21S, a13S},

p2 = µ1(B22) + |B21| =
Ṡ

S
− İ

I
− a42 + a41 −min{a21 + VE(a13 − a21), a22}

We have

İ = a21SVE − a22I

İ

I
=
a21SVE

I
− a22

If there exists t1 > 0 such that inf{S(t), I(t), R(t), VE(t)} = µ2 i.e., if R0 > 1 then from
the above we have

p1 =
Ṡ

S
− a21µ2 + a22 − (a12 + a22 + a13µ2) +max{a21µ2, a13µ2},

p2 =
Ṡ

S
− a21µ2 + a22 − a42 + a41 −min{a21 + µ2(a13 − a21), a22}

Then from the equation (7.9) it is obtained that

µ(B) ≤ Ṡ

S
− a21µ2 + a22 −min[(a12 + a22 + a13µ2)−max (a21µ2, a13µ2) ,

a42 − a41 +min {a21 + µ2(a13 − a21), a22}]

i.e., µ(B) ≤ Ṡ

S
− µ3 (7.10)

where

µ3 = a21µ2 − a22 +min[(a12 + a22 + a13µ2)−max (a21µ2, a13µ2) , a42 − a41

+ min {a21 + µ2(a13 − a21), a22}].

Integrating the above equation (7.10) from 0 to t we have∫ t

0

µ(B)ds ≤ log
S(t)

S(0)
− µ3t

1

t

∫ t

0

µ(B)ds ≤ 1

t
log

S(t)

S(0)
− µ3

lim
t→∞

supsup
1

t

∫ t

0

µ(B)ds < −µ3 < 0, if µ3 > 0.

This proves that the positive equilibrium (S∗, I∗, V ∗
E) is globally asymptotically stable if

µ3 > 0.
Next, we consider the third equation of system (7.3) as

dR

dt
= a31I − a32R
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and its limiting form is

dR

dt
= a31I

∗ − a32R

Then, we have R(t) → a31I∗

a32
= R∗ as t→ ∞. Now, if µ3 > 0 then, the interior equilibrium

point E∗(S∗, I∗, R∗, V ∗
E) will be globally asymptotically stable.

7.7 Numerical Simulation

To study the feasibility of the fuzzy model about the Cholera disease, all biological pa-
rameters are hypothesized in imprecise nature which are considered here triangular fuzzy
number. To discuss the dynamical behavior of Cholera numerically following problems
have been considered.

Problem 1: In this problem the following hypothetical data of all parameter in-
volved in the model are considered as: Ã = (50, 60, 70), β̃ = (0.001, 0.0011, 0.0012), µ̃d =
(0.2, 0.3, 0.4), δ̃ = (0.001, 0.002, 0.003), m̃ = (0.005, 0.006, 0.007), α̃1 = (0.2, 0.3, 0.4), γ̃ =
(0.02, 0.021, 0.022), ˜µVE = (1/50, 1/40, 1/30).
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Figure 7.3: Local stability of disease

free equilibrium point.
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Figure 7.4: Local stability of endemic

equilibrium point.

For the above set of parametric values with α = 0.1, w1 = 0.2, w2 = 0.8 the Figure
7.3 has been drawn. From this figure, it is observed that the system is free of disease.
Here, the disease free equilibrium point is E0(265.8537, 0, 0, 0). From Theorem 7.2 it is
also seen that a11a21a41

a22a12a42
= 0.5572 < 1 so the system (7.3) is locally asymptotically stable

around the equilibrium point E0(265.8537, 0, 0, 0).
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Problem 2: In this problem, we consider the same set of parametric values in Problem
1 except β = (0.01, 0.02, 0.03).
Using this data Figure 7.4 has been drawn, from which this figure it is observed that the
system is endemic and the endemic equilibrium point is given by
E∗ = (21.68, 204.30, 292.20, 192.10). From Theorem 7.3, it is also seen that c1 =
3.8404 > 0, c2 = 1.5746 > 0, c3 = 0.4374 > 0, c4 = 0.0081 > 0, c1c2 − c3 = 5.6096 > 0
and c1c2c3 − (c3)

2 − (c1)
2c4 = 2.3334 > 0, so the system (7.3) is locally asymptotically

stable around the equilibrium point E∗(21.68, 204.30, 292.20, 192.10).
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Figure 7.5: Solid line represents susceptible human, dash line represents infected human,

dotted line represents recovered human and dash-dot line represents Vibrio Cholerae in

the environment.
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Problem 3: In this case following data set has been considered as: Ã = (50, 60, 70), β̃ =
(0.01, 0.02, 0.03), µ̃d = (0.2, 0.3, 0.4), δ̃ = (0.001, 0.002, 0.003), m̃ = (0.005, 0.006, 0.007), α̃1 =
(0.1, 0.2, 0.3), γ̃ = (0.02, 0.021, 0.022), ˜µVE = (1/50, 1/40, 1/30). For this data set con-
sidering different weight w1, w2 different equilibrium points have been computed for
α = 0.0, 0.6, 1.0 in Table 7.1.

Table 7.1: Equilibrium points for different α and w1, w2.

w1 w2 α = 0.0 α = 0.6 α = 1.0

0.0 1.0 (9.85, 655.00, 977.70, 719.90) (20.00, 199.20, 185.30, 185.8) (31.39, 96.24, 63.73, 80.83)

0.2 0.8 (16.41, 287.70, 309.90, 273.40) (24.22, 148.90, 120.10, 131.40) (31.39, 96.24, 63.73, 80.83)

0.4 0.6 (26.47, 137.70, 107.50, 115.20) (29.28, 111.20, 78.65, 93.21) (31.39, 96.24, 63.73, 80.83)

0.6 0.4 (42.47, 64.15, 35.83, 47.60) (35.42, 82.25, 50.91, 65.64) (31.39, 96.24, 63.73, 80.83)

0.8 0.2 (69.70, 24.03, 9.28, 15.96) (45.45, 59.73, 32.23, 45.46) (31.39, 96.24, 63.73, 80.83)

1.0 0.0 (119.50, 0.99, 0.2483, 0.608) (52.28, 41.96, 19.61, 30.51) (31.39, 96.24, 63.73, 80.83)

Again, from Table 7.1, it is seen that for fixed α as the weight w1 increases and w2

decreases then the equilibrium levels of susceptible human gradually increases and the
equilibrium level of infected human, recovered human and Vibrio Cholerae in the environ-
ment gradually decrease. It is also seen that when α = 1 and for different combinations
of w1 and w2 the equilibrium levels of all the populations remain same. These happen
because for α = 1 then the left and right intervals of triangular fuzzy number coincide
with each other.

For this data set Figure 7.5 has been drawn for α = 0.6. From this figure, as the
weight w1 increases and w2 decreases then the equilibrium level of susceptible human
gradually increases and the other three populations such as infected human, recovered
human and Vibrio Cholerae in the environment gradually decrease.

Also, for the same set of parametric values used in Problem 3 considering fixed weight
values such as w1 = 0.4, w2 = 0.6 and for different values of α the Figure 7.6 has been
drawn. From this figure, it is seen that as the value of α increases then all the human and
bacterial populations gradually decrease. Now, from the above discussion, it is concluded
that the interaction between human and bacterial population depends on the imprecise
nature of the biological parameters.

Now, for the same set of parametric values used in Problem 3 taking different val-
ues of α,w1, w2 Figure 7.7 has been drawn. In this figure, infected human and recovered
human be plotted with the change of Vibrio Cholerae in the environment. From this
figure, it is seen that the intersecting points of infected human and recovered human is
influenced by the imprecise value of the parameters. This supports that the imprecise-
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ness of parameters included in our proposed model.

Using the above parametric values used in Problem 3, Figure 7.8 has been drawn from
which it is seen that the endemic equilibrium value will be changed with the change of α.
So, it is concluded that the endemic equilibrium point is also influenced by the imprecise
values of the parameters.

0 100 200 300 400 500
0

50

100

150

200

Time

P
op

ul
at

io
n

0 100 200 300 400 500
0

50

100

150

200

Time

P
op

ul
at

io
n

0 100 200 300 400 500
0

50

100

150

200

Time

P
op

ul
at

io
n

0 100 200 300 400 500
0

50

100

150

200

Time

P
op

ul
at

io
n

0 100 200 300 400 500
0

50

100

150

200

Time

P
op

ul
at

io
n

0 100 200 300 400 500
0

50

100

150

200

Time

P
op

ul
at

io
n

α=0.0 α=0.2

α=0.4
α=0.6

α=0.8 α=1.0

Figure 7.6: Solid line represents susceptible human, dash line represents infected human,

dotted line represents recovered human and dash-dot line represents Vibrio Cholerae in

the environment.
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Figure 7.7: Phase space trajectories of infected human and recovered human with respect

to Vibrio Cholerae in the environment.
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Figure 7.8: Change of equilibrium values with respect to α.

7.8 Conclusion

In this chapter, a Cholera model has been considered incorporating the fuzzyness in all
biological parameters due to its natural variability. Here, total human population is
divided into three subpopulations such as susceptible human, infected human, recovered
human and a bacterial population consists of Vibrio Cholerae in the environment. It
is shown that all solutions of our proposed system are bounded under some restriction.
Then the possible equilibrium are determined. The local stability analysis of this fuzzy
Cholera disease model has been done and it is shown that the system will be disease
free and endemic under some conditions discussed earlier. The global stability analysis
of this model has been shown in this chapter around the endemic equilibrium point. In
numerical simulations, the disease free and endemic equilibrium points have been com-
puted. For fixed value of α and different combinations of weight values w1 and w2 we
draw different figures from which, it can be concluded that human and bacterial popula-
tions have been greatly influenced by imprecise value of the parameters. So, we can say
that the fuzzy models are more realistic than the corresponding crisp model since crisp
models are the particular case of fuzzy models.
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CHAPTER 7. DYNAMICAL STUDY IN FUZZY THRESHOLD DYNAMICS OF A
CHOLERA EPIDEMIC MODEL

Gateway from Chapter 7 to Chapter 8
In Chapter 7, we have investigated the dynamics of Cholera disease in a uncertain or
fuzzy environment. The other important infectious disease which makes several thou-
sands of death over the world is Malaria. It is a vector borne fatal disease caused by a
parasite. It spreads in human population through the bites of infected mosquitoes. In
the next chapter, we intend to study the dynamics of Malaria disease in a time periodic
environment with proper control strategies.
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Chapter 8

Threshold Dynamical Behaviors of a

Malaria Disease in Control

Parameters Based Periodic

Environment

8.1 Introduction

Malaria is a disease that can be transmitted to people through the bites of infected
mosquitoes. It is a protozoan infection of red blood cells in human by four species of
genus Plasmodium falciparum, Plasmodium vivax, Plasmodium ovale and Plasmodium
malariae. At first, Ross [192] developed a mathematical model of Malaria disease to
study the transmission and control of Malaria in 1911. The Ross model consists of two
nonlinear differential equations in two state variables that correspond to the properties of
infected human beings and the infected mosquitos. Then, in 1949, Swaroop [229] studied
on forecasting of Malaria in Punjab, in India. After that, different mathematical studies
had been done by many researchers to investigate the dynamics of Malaria disease and
about its control. In 1980, Singer and Cohen [217] reported the impact of recovery rates
on the Malaria disease transmission. Koella [120] investigated the importance of the use
of mathematical models to understand Malaria transmission in 1991. In 1995, Martens
et al. [147] worked on the impact of global climate change on the risk of Malaria. Ngwa
and Shu [166] studied a simple mathematical model on Malaria disease with variable
human and mosquito populations in 2000. Singh et al. [219] investigated the effects
of environmental and ecological fluctuation on the transmission dynamics of Malaria in
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2005. Chitnis et al. [45] reported the bifurcation analysis of a mathematical model for
Malaria disease transmission in 2006. Then, Wei et al. [249] studied the effects of time
delay on the transmission dynamics of Malaria in 2008. In 2010, Saker [202] reported
stability and Hopf bifurcation of a Malaria disease transmission model. In the same
year, Cai and Li [29] investigated the effects of direct transmission on the transmission
of Malaria.

From the life-cycle of mosquitoes, it is known that the climates have an important effects
on vector multiplication as well as the development of parasites in the mosquito. It is
seen that in moist climates the mosquito breeding is increased and in the arid climates
it is restricted. That is, mosquito population fluctuates over time and often exhibits the
seasonal behaviors. Already, there exist very few papers on Malaria models in which
the periodic environment has been considered. In 2003, Zhao [262] published a book
on “Dynamical systems in population biology”. In this book, the theoretical study of a
non-autonomous system has been explored. Teng et al. [233] investigated the impact of
disease induced mortality, the persistence and extinction condition of a disease in non-
autonomous system in 2008. In 2010, a mathematical model with periodic birth rate
and age structure for the vector population was reported by Lou and Zhao [140]. Nakata
and Kuniya [163] studied the global dynamics of a class of SEIRS models in a periodic
environment in 2010. In 2011, Bai et al. [17] investigated the effects of seasonality and
existence of multiple periodic solutions for an SIR epidemic model. Chitnis et al. [47]
studied a mathematical model for the seasonal dynamics of Malaria in mosquitoes in
2012. In 2013, Wang, Teng and Zhao explored a mathematical model on Malaria [246]
in which they considered the birth rate of mosquito population logistic and the trans-
mission rates from human to mosquito and mosquito to human are time dependent.

Now, the optimal control is very important to control a disease by taking suitable inter-
vention strategies. Pontryagin’s maximum principle [183] is extensively used in a optimal
control problem. In 2002, Guyatt et al. [87] studied the impact of use of insecticide-
treated nets and indoor residual spraying in highland Kenya to control Malaria. Singh
et al. [220] investigated the control of Malaria through indoor residual spraying and lar-
vivorous fish in 2006. In 2009, Sakulku et al. [203] studied the mosquito repellent activity
of citronella oil nano emulsion. Thom et al. [237] reported the control of Aedes aegypti
mosquitoes by insecticide spray in 2010. In 2012, Lashari and Zaman [126] investigated
the optimal control of vector borne disease by introducing suitable control parameters.
Agusto et al. [4] studied the impact of bed-net use on Malaria prevalence in 2013. In
the same year, Kar and Jana [116] investigated the impact of application of three con-
trols such as treatment, vaccination and pesticide spray in a vector-borne disease. In
2014, Rehman et al. [190] reported the use of plant based products repellents against
mosquitoes.

From the above literature review, it is observed that many investigations on the Malaria
disease transmission dynamics have been made. But till now there exist some gaps in
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the literature which are as follows:

From the above literature survey, it is motivated that due to the seasonal periodicity,
the number of mosquito varies periodically. Henceforth the rate of bites by mosquito to
human and others also varies with periodic. Again, it has been studied that the controls
have significant importance to prevent the mosquitoes bites to human, that is, these
have some effects on different transmission rates and death rate of mosquitoes. But in
existing literature, these controls have been used directly in the differential equation of
the Malaria model. According to our view, it should be used as a function in the trans-
mission rate and death rate. But till now, there is no such consideration in the literature.

To overcome these difficulties a proposed a Malaria disease transmission model has been
considered in this chapter. Here, we have developed a Malaria mathematical model in a
time periodic environment. Here, three control parameters such as bed-nets, plantation
of mosquito repellent plant and spray of insecticide have been considered to study the
effects on eradication of Malaria disease. Also, the transmission rate either from human
to mosquito or mosquito to human and death rate of infected mosquito have been con-
sidered as a function of time and control parameters. It has been proved that Malaria
disease goes extinction if R0 < 1 and it uniformly persist if R0 > 1. In autonomous case
of our proposed Malaria mathematical model, Hopf bifurcation analysis with respect to
the parameters recruitment rate of susceptible human population (λ) and the disease
transmission rate from human to mosquito (α) has been done numerically. Next, an
optimal control problem has been constructed and solved using Pontryagin’s maximum
principle. Different possible control strategies and their effectiveness have been discussed
by numerical simulations.

8.2 Model Formulation

Based on the transmission mechanism of Malaria, the following mathematical model
has been constructed. Most of research papers have considered the birth rate (r) of
mosquito population, transmission rate from human to mosquito (α), mosquito to hu-
man (β), death rate (d) of mosquito population and environmental carrying capacity
K as constants. But, in reality it is seen that r, α, β, d and K may vary from time
to time due to many factors in the atmosphere such as temperature, rainfall, humidity
etc. So, these should be a function of time. In respect to this, here K(t) and r(t) have
been considered as a function of time in the following forms K(t) = K0 + b3ψ(t) and
r(t) = r0 + b4ϕ(t) where K0 and r0 be the mean values of K(t) and r(t) respectively.
Also, b3 and b4 are the seasonality constants with the periodic functions ψ(t) and ϕ(t)
respectively.

Already there exist some works in which transmission rate from mosquito to human
β(t) has been considered as a function of time such as β(t) = [β0 + b1ξ(t)] where β0,
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b1 and ξ(t) be the average value of β(t), seasonality parameter and a seasonal periodic
function of time respectively. Practically to reduce the Malaria disease from a society,
some controls such as bed-nets (u1) and cultivation of mosquito repellent plants (u2)
are used continuously. So, these controls have some effects on transmission rate from
mosquito to human. But till now, there is no work of consideration of control parameters
in a transmission rate in dynamical model of Malaria disease. So, in this chapter we have
considered the transmission rate β(t) as a function of time and control parameters in the
following form

β(t) = [β0 + b1ξ(t)− λ0u1 − λ1u2]

where λ0 and λ1 are positive constants and that are chosen in such a way that β(t)
remains positive and 0 ≤ ui ≤ 1 for i = 1, 2.

Similarly, the transmission rate from human to mosquito depends on natural seasonal
periodicity and also on control parameters u1 and u2. So, it has been considered as
α(t) = (α0 + δ1η(t) − λ0u1 − λ1u2) where α0, δ1 and η(t) be the mean value of α(t),
seasonality constant and seasonal periodic function of time respectively.

Again, in the literature it is seen that there was no consideration of time and con-
trol parameter dependent death rate of mosquito in the Malaria model. Basically, when
pesticide are used then the normal death rate of mosquito increases seasonally. In this
regard, here the death rate d(t) has been considered in the following form

d(t) = [d0 + b2χ(t) + λ2u3]

where χ(t) is a seasonal periodic function and u3 is the application of pesticide as a
control parameter. Here λ2 is a positive constant and 0 ≤ u3 ≤ 1. It is also assumed
that r(t), K(t), α(t), d(t) and β(t) are continuous, positive ω periodic function.

Under the above considerations, a Malaria model has been developed as follows:

dSM
dt

= r(t)SM(1− SM
K(t)

)− α(t)SMIH − λ2u3SM

dIM
dt

= α(t)SMIH − d(t)IM

dSH
dt

= λ− β(t)SHIM − δSH + γRH

dIH
dt

= β(t)SHIM − (δ + µ+ σ)IH

dRH

dt
= µIH − δRH − γRH



(8.1)
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with subject to the initial conditions
SM(0) ≥ 0, IM(0) ≥ 0, SH(0) ≥ 0, IH(0) ≥ 0, RH(0) ≥ 0 where SH(t), IH(t) and RH(t)
denote the susceptible, infected and recovered for human population at time t respec-
tively. SM(t) and IM(t) represent the densities of the susceptible and infective mosquito
populations at time t. Here λ, δ, γ, µ and σ are known as the recruitment rate for
human, the natural death rate for human, the portion of the recovered human who be-
comes susceptible again, the portion of infected human to be recovered and the disease
induced death rate respectively.

8.3 Boundedness of Solutions

In this section, the boundedness of all solutions of the system (8.1) has been discussed
in subsequent steps.

Theorem 8.1 The solution of the system (8.1) i.e., (SM(t), IM(t), SH(t), IH(t), RH(t))
is nonnegative.

Proof. It is assumed that (SM(t), IM(t), SH(t), IH(t), RH(t)) is defined for all t ∈ [0, T )
where T > 0. Then, integrating the first equation of system (8.1) in [0, t], we have∫ t

0

dSM(t)

SM(t)
=

∫ t

0

(
r(s)− r(s)

K(s)
SM(s)− α(s)IH(s)− λ2u3

)
ds

i.e., SM(t) = SM(0)exp

(∫ t

0

(
r(s)− r(s)

K(s)
SM(s)− α(s)IH(s)− λ2u3

)
ds

)
Now, from the above equation it is observed that SM(t) > 0 for all t ∈ [0, T ) since
SM(0) > 0. Suppose there exist a time t1 ∈ (0, T ) such that min{IM(t1), IH(t1)} = 0.
Again, since IM(0) > 0 and IH(0) > 0 then we can also assume thatmin{IM(t), IH(t)} >
0 for all t ∈ [0, t1). If min{IM(t1), IH(t1)} = IM(t1) since, IH > 0 because of
min{IM(t1), IH(t1)} = IM(t1) = 0 and SM(t) > 0 for all t ∈ [0, T ) then α(t)SMIH ≥ 0.
Now, from the second equation of system (8.1) we have

dIM(t)

dt
≥ −d(t)IM for all t ∈ [0, t1]

i.e., 0 = IM(t1) ≥ IM(0)exp

(
−
∫ t1

0

d(s)ds

)
> 0

which leads to a contradiction. Again, when min{IM(t1), IH(t1)} = IH(t1) then from
the fifth equation of system (8.1), we have

dRH(t)

dt
> −(δ + γ)RH , for all t ∈ [0, t1)

i.e., RH(t) > RH(0)exp (−(δ + γ)t) ≥ 0, for all t ∈ (0, t1]
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From the third equation of system (8.1) we have

dSH(t)

dt
≥ − (β(t)IM(t) + δ)SH , for all t ∈ [0, t1)

i.e., SH(t) ≥ SH(0)exp

(
−
∫ t

0

(β(s)IM(s) + δ)ds

)
> 0 for all t ∈ [0, t1]

In the interval [0, t1], it is also obtained that

dIH(t)

dt
≥ −(δ + µ+ σ)IH

i.e., 0 = IH(t1) ≥ IH(0)exp (−(δ + µ+ σ)t1) > 0

which leads to a contradiction. This proves that IM(t) > 0, IH(t) > 0 for all t ∈ [0, T ).
Then, from the fifth equation of system (8.1) we have

dRH(t)

dt
> −(δ + γ)RH , for all t ∈ [0, T )

i.e., RH(t) > RH(0)exp (−(δ + γ)t) ≥ 0 for all t ∈ (0, T ).

Again, from the third equation of system (8.1) we have

dSH(t)

dt
≥ − (β(t)IM(t) + δ)SH , for all t ∈ [0, T )

i.e., SH(t) ≥ SH(0)exp

(
−
∫ t

0

(β(s)IM(s) + δ)ds

)
> 0 for all t ∈ [0, T ).

This proves that (SM(t), IM(t), SH(t), IH(t), RH(t)) is nonnegative in [0, T ) where T > 0.

Theorem 8.2 Let (SM(t), IM(t), SH(t), IH(t), RH(t)) be the solution of the system (8.1).
Then (SM(t), IM(t), SH(t), IH(t), RH(t)) is bounded for all t ≥ 0 provided that rL > λ2u3.

Proof. From the last three equations of the model (8.1), it is obtained that

d(SH + IH +RH)

dt
= λ− δ(SH + IH +RH)− σIH

i.e.,
d(SH + IH +RH)

dt
≤ λ− δ(SH + IH +RH), since IH is nonnegative.

i.e.,
d(SH + IH +RH)

dt
+ δ(SH + IH +RH) ≤ λ

Then solving above linear equation it is obtained that

(SH + IH +RH) ≤
λ

δ
+ c1e

−δt
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where c1 is a constant to be depended on initial conditions. Now, if δ > 0 and t → ∞,
it is obtained that

SH + IH +RH ≤ λ

δ

So, from the above equation, we can write SH ≤ λ
δ
, IH ≤ λ

δ
and RH ≤ λ

δ

i.e., (SH(t), IH(t), RH(t)) is bounded.
For a continuous,positive ω periodic system, let us assume that gL = supt∈[0,ω)g(t) and
gM = inft∈[0,ω)g(t).
Again, from the first equation of the system (8.1), we have

dSM
dt

= r(t)SM(1− SM
K(t)

)− α(t)SMIH − λ2u3SM

i.e.,
dSM
dt

≤ rLSM − rMS2
M

KL
− λ2u3SM , since SM , IH are nonnegative.

i.e.,
dSM
dt

≤ SM

(
(rL − λ2u3)−

rMSM
KL

)
i.e.,

dSM
dt

≤ SM

(
r1 −

rMSM
KL

)
, where r1 = (rL − λ2u3)

i.e.,
dSM
dt

≤ rM

KL
SM

(
KLr1
rM

− SM

)
Solving the above equation, it is obtained that

SM ≤ c2r1K
L

rM(c2 + e−
r1r

M

KL
t)

Now, if r1 > 0 i.e., rL > λ2u3 then as t tends to infinity, it is obtained that

SM ≤ r1K
L

rM

i.e., SM ≤ (rL − λ2u3)K
L

rM

Also, from the second equation of system (8.1) we have

dIM
dt

= α(t)SMIH − d(t)IM

i.e.,
dIM
dt

≤ αLr1K
Lλ

rMδ
− dMIM

i.e.,
dIM
dt

+ dMIM ≤ αLr1K
Lλ

rMδ

Now, solving above equation, it is obtained that

IM ≤ αLr1K
Lλ

rMδ
+ c3e

−dM t
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Since dM > 0, then as t tends to infinity, the above equation reduces to

IM ≤ αLr1K
Lλ

rMδ

Hence, all the solutions of the system (8.1) are bounded.

8.4 Basic Reproduction Number

Now, the disease free equilibrium point E0(t) for the system (8.1) is given by
E0(t) = (S∗

M(t), 0, λ
δ
, 0, 0), where S∗

M(t) satisfies the equation

dSM
dt

= r(t)SM(1− SM
K(t)

)− λ2u3SM (8.2)

Let (Rk, Rk
+) be the standard ordered k-dimensional Euclidean space with a norm ||.||.

For u, v ∈ Rk, we write u ≥ v provided u − v ∈ Rk
+, u > v provided u − v ∈ Rk

+/{0},
u >> v provided u− v ∈ Int(Rk

+) respectively.
Let A(t) be a continuous, irreducible, cooperative and ω periodic k× k matrix function,
ϕA(t) be the fundamental solution matrix of

dx

dt
= A(t)x (8.3)

Let ρ(ϕA(ω)) be the spectral radius of ϕA(ω). By the Perron-Frobenious theorem,
ρ(ϕA(ω)) is the principle eigenvalue of ϕA(ω) in the sense that it is simple and ad-
mits a eigenvector v∗ >> 0. This is useful for the study of global stability of E0(t) in
the next section.

Lemma 8.1 ( [259]). Let p = 1
ω
lnρ(ϕA(ω)). Then, there exits a positive ω periodic

function v(t) such that eptv(t) is a solution of (8.3).

Now, the system (8.1) can be written as

ẋ = F(t, x)− ν(t, x) (8.4)

where x = (IM , IH , SM , SH , RH)
T , ν(t, x) = ν−(t, x)− ν+(t, x),

F(t, x) =


α(t)SMIH
β(t)SHIM

0
0
0

, ν−(t, x) =


d(t)IM

(δ + µ+ σ)IH

α(t)SMIH + λ2u3 +
r(t)S2

M

K(t)

β(t)SHIM + δSH
δSH + γRH
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and ν+(t, x) =


0
0

r(t)SM
λ+ γRH

µIH


Now, to check the conditions (A1) to (A7) in [244]. It is easy to see that the conditions A1

to A5 are satisfied. Now, we define f(t, x) = F(t, x)−ν(t, x) andM(t) =
(
∂fi(t,x

∗)
∂xj

)
3≤i,j≤5

where fi(t, x) and xi is the i−th component of f(t, x) and x respectively. Then M(t) is
obtained as follows

M(t) =

 r(t)− 2r(t)
K(t)

S∗
M(t)− λ2u3 0 0

0 −δ γ
0 0 −(δ + γ)



Now,

exp

(∫ ω

0

(
r(t)− 2r(t)

K(t)
S∗
M(t)− λ2u3

)
dt

)
= exp

(∫ ω

0

(
r(t)− r(t)

K(t)
S∗
M(t)− r(t)

K(t)
S∗
M(t)− λ2u3

)
dt

)
.

= exp

(∫ ω

0

(
− r(t)

K(t)
S∗
M(t)

)
dt

)
< 1.

Since r(t)− r(t)
K(t)

S∗
M(t)− λ2u3 = 0 and S∗

M(t) is a ω periodic solution then∫ ω
0

(
r(t)− r(t)

K(t)
S∗
M(t)− λ2u3

)
dt = 0. So, ρ(ϕM(ω)) < 1 and the condition A6 is also

satisfied.

Next, we calculate F (t) and V (t) which are defined by F (t) = (∂Fi(t,x
∗(t))

∂xj
)1≤i,j≤2 and

V (t) = (∂νi(t,x
∗(t))

∂xj
)1≤i,j≤2 where Fi(t, x) and νi(t, x) are the i-th component of F(t, x)

and ν(t, x) respectively. Then, we have F (t) =

(
0 α(t)S∗

M(t)
β(t)λ
δ

0

)
and V (t) =

(
d(t) 0
0 (δ + µ+ σ)

)
.

Let Y (t, s) is 2× 2 matrix solution of the system

d

dt
Y (t, s) = −V (t)Y (t, s) for any t ≥ s, Y (s, s) = I.

where I is the 2× 2 identity matrix. Hence, the condition A7 is also satisfied.
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Let Cω be the ordered Banach space of all ω periodic function from R to R2 and which
is equipped with maximum norm ||.|| and the positive cone
C+
ω = {ϕ ∈ Cω : ϕ(t) ≥ 0, for anyt ∈ R}. Consider the following linear operator

L : Cω → Cω by

(Lϕ)(t) =

∫ +∞

0

Y (t, t− a)F (t− a)ϕ(t− a)da for any t ∈ R, ϕ ∈ Cω

Then, we define the basic reproduction number R0 of system (8.1) as R0 = ρ(L).

From the above discussion, we obtain the following result for the local stability of the
disease free periodic solution E0(S

∗
M , 0,

λ
δ
, 0, 0) for system (8.1).

Theorem 8.3 ( [259]). The following statements are valid:
(i) R0 = 1 if and only if ρ(ϕF−V (ω)) = 1.
(ii) R0 > 1 if and only if ρ(ϕF−V (ω)) > 1.
(iii) R0 < 1 if and only if ρ(ϕF−V (ω)) < 1.
Thus E0(S

∗
M(t), 0, λ

δ
, 0, 0) of (7.1) is locally asymptotically stable if R0 < 1, and unstable

if R0 > 1.

8.5 Threshold Dynamics

In this section, we show that if R0 < 1 then the disease free equilibrium point
E0(S

∗
M(t), 0, λ

δ
, 0, 0) is globally asymptotically stable. Next, we show that if R0 > 1 then

the Malaria disease is persistent in the human population.

Theorem 8.4 If R0 < 1 then the disease free periodic solution (S∗
M(t), 0, λ

δ
, 0, 0) is

globally asymptotically stable.

Proof. From Theorem 8.3 if R0 > 1 then (S∗
M(t), 0, λ

δ
, 0, 0) is unstable and if R0 < 1

then (S∗
M(t), 0, λ

δ
, 0, 0) is locally asymptotically stable. Hence, it is sufficient to show

that the global attractivity of (S∗
M(t), 0, λ

δ
, 0, 0) for R0 < 1. From Theorem 8.2 we have

0 ≤ SH ≤ λ
δ
and 0 ≤ SM ≤ S∗

M(t). Then, from the second and forth equation of system
(8.1) we have

dIM
dt

≤ α(t)S∗
M(t)IH − d(t)IM

dIH
dt

≤ β(t)
λ

δ
IM − (δ + µ+ σ)IH (8.5)
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Now, we consider the auxiliary system as follows

dÎM
dt

= α(t)S∗
M(t)ÎH − d(t)ÎM

dÎH
dt

= β(t)
λ

δ
ÎM − (δ + µ+ σ)ÎH

which can be written as

dX

dt
= (F (t)− V (t))X (8.6)

where X = (ÎM , ÎH)
T .

Since (F (t)−V (t)) is continuous, cooperative and irreducible, then by Lemma 8.1 there
exist a ω periodic function X̃(t) such that X(t) = eptX̃(t) is a solution of (8.6) where
p = 1

ω
lnρ(ϕF−V (ω)). Again, from Theorem 8.3 if R0 < 1 then p is a negative constant.

Therefore, we have the solution of system (8.6), X(t) → 0 as t→ ∞.

Thus, the zero solution of system (8.6) will be globally stable. Then, for the nonnega-
tive initial condition of system (8.5) there exist a sufficient large number N > 0 such
that (IM(0), IH(0))

T ≤ NX̃(t). According to the comparison principle [222], we have
(IM , IH)

T ≤ NX̃(t) for all t > 0 where NX̃(t) is also a solution of (8.6). Then, we have
IM → 0 and IH → 0 as t→ ∞. Then from the asymptotic autonomous system [236], it
follows then SM → S∗

M(t), SH → λ
δ
and RH → 0 as t→ ∞.

Hence E0(t) is globally asymptotically stable if R0 < 1.

Theorem 8.5 If R0 > 1 the system (8.1) is uniformly persistent i.e., there exits a
positive constant ϵ, such that for all initial condition SM(0) ≥ 0, IM(0) ≥ 0, SH(0) ≥ 0,
IH(0) ≥ 0, RH(0) ≥ 0, the solution of (8.1) satisfies
limt→∞(SM(t), IM(t), SH(t), IH(t), RH(t)) ≥ (ϵ, ϵ, ϵ, ϵ, ϵ).

Proof. Similar to Wang, Teng and Zhang [246].

8.6 Optimal Control Problem

In this section, our objective is to minimize the total number of infected humans by
controlling parameters optimally as well as to minimize the total systemic cost to be
required to apply the controls. Also, we want to minimize the side effects of the control
parameters in the process of applying optimal control approach. Keeping these view in
mind, the objective functional of our proposed optimal control problem has been defined
as follows

J(u1, u2, u3) = min
u1,u2,u3

∫ tf

0

(A1IH + A2u
2
1 + A3u

2
2 + A4u

2
3)dt (8.7)
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subject to the system of differential equation (8.1).
Our target is to obtain a control set (u∗1, u

∗
2, u

∗
3) such that

J(u∗1, u
∗
2, u

∗
3) = min

u1,u2,u3∈⊕
J(u1, u2, u3)

where ⊕ = {u : is measurable and 0 ≤ u(t) ≤ 1 for all t ∈ [0, tf ]}. Here A1 is the
weight constant associated with the infected human. Also, the square of the control
variables [111, 116] are taken here due to the side effects and overdose of three controls
and A2, A3, A4 are the weights associated with the square of the control variables.
Now, to solve the optimal control problem (8.7) with the help of system (8.1), we con-
struct a lagrangian as follows

L = A1IH + A2u
2
1 + A3u

2
2 + A4u

2
3 (8.8)

To minimize the lagrangian, we have constructed the hamiltonian of the problem as
follows

H = A1IH + A2u
2
1 + A3u

2
2 + A4u

2
3 + λSM

dSM
dt

+ λIM
dIM
dt

+ λSH
dSH
dt

+ λIH
dIH
dt

+ λRH
dRH

dt
where λSM , λIM , λSH , λIH , λRH are the adjoint variables. The adjoint variables can be
determined from the equations

λSM
dt

= λSM (λ2u3 +
2r(t)SM
K(t)

− r(t)) + α(t)IH(λSM − λIM )

λIM
dt

= λIMd(t) + β(t)SH(λSH − λIH )

λSH
dt

= δλSH + β(t)IM(λSH − λIH)

λIH
dt

= α(t)SM(λSM − λIM ) + (δ + µ+ σ)λIH − A1 − µλRH

λRH
dt

= (δ + γ)λRH − γλSH

and satisfies the transversality condition λSM (tf ) = 0.0, λIM (tf ) = 0.0, λSH (tf ) = 0.0,
λIH (tf ) = 0.0, λRH (tf ) = 0.0.

Theorem 8.6 The optimal control set (u∗1, u
∗
2, u

∗
3) which minimizes J over the region ⊕

defined earlier, is given by

u∗1 = max{0,min(û1)}
u∗2 = max{0,min(û2)}
u∗3 = max{0,min(û3)}

where û1 =
λ0
2A2

(SMIH(λIM − λSM ) + SHIM(λIH − λSH )),

û2 =
λ1
2A3

(SMIH(λIM − λSM ) + SHIM(λIH − λSH )),

û3 =
λ2(SMλSM+IMλIM )

2A4
.

Proof. Similar to [116].
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8.7 Numerical Simulation

8.7.1 Without Control

To check the feasibility of our analysis regarding the stability conditions for the system
(8.1), we have explored some numerical computations using MATLAB in the following
problem.
Problem 1: Here, the parametric values of system (8.1) are λ = 0.05, δ = 0.006, µ =
0.05, σ = 0.01, γ = 0.1, r(t) = 3 + 0.1sin(1

6
πt), K(t) = 2 + 0.3cos(1

6
πt), α(t) =

0.0022(2 + 0.03sin(1
6
πt)), d(t) = 0.5 + 0.1cos(1

6
πt), β(t) = 0.011(7 + 0.06sin(1

6
πt)),

λ0 = 0.0, λ1 = 0.0, λ2 = 0.0, u1 = u2 = u3 = 0.0.

Using the above set of parametric values, we have R0 = 0.5375 which is less than one.
So, according to Theorem 8.4 the system (8.1) is disease free which is also confirmed
by Figure 8.1 where it has been shown that after some times infected mosquito, infected
human and recovered human tend to zero.
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Figure 8.1: Represents the mosquito and human populations for R0 < 1.

Problem 2: Here, α(t) = 0.02(2+ 0.03sin(1
6
πt)) and others to be same as Problem 1.

For these values, the reproduction number R0 is 4.8859 which is grater than one. So,
according to Theorem 8.5 the system (8.1) for such parameters is endemic which is
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also depicted by Figure 8.2 where it has been shown that mosquito population as well
as human population do not vanish as time increases.
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Figure 8.2: Represents the mosquito and human populations for R0 > 1.

8.7.2 With Control

Problem 3: It is same as Problem 2 including control parameters.
Now, considering u1 = 0.5, u2 = 0.5, u3 = 0.5 with λ0 = λ1 = λ2 = 0.3, we have the
reproduction number R0 to be 0.6327 which is less than one. Therefore, the endemic
system in Problem 2 becomes disease free using controls. Graphically by Figure 8.3, it
is also shown that the infected human, recovered human and infected mosquito vanish
ultimately.
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Figure 8.3: Represents the mosquito and human populations in the presence of control

parameters for R0 = 0.6327 < 1.

8.7.3 With Hopf bifurcation for Autonomous Model

In this section, the growth rate of susceptible mosquito, environmental carrying capacity
of mosquito, the transmission rate from human to mosquito as well as mosquito to hu-
man and death rate of infected mosquito have been considered as a constant without any
control parameter i.e., r(t) = r,K(t) = K,α(t) = α, β(t) = β, d(t) = d, u1 = 0, u2 = 0
and u3 = 0. Then our proposed system (8.1) has been converted to an autonomous
system of nonlinear differential equations.

Problem 4: For this autonomous case the following parametric values have been con-
sidered as r = 2.0, K = 10.0, d = 0.1, δ = 0.06, β = 0.012, µ = 0.05, σ = 0.01, γ = 0.03.
For this parametric values, it is seen that the autonomous system undergoes Hopf bifur-
cation with respect to the parameter λ (recruitment rate of human) and α (transmission
rate form human to mosquito). If we change the value of λ from 30 to 40 and α from
0.05 to 0.08 then the Hopf bifurcation have been shown in Figure 8.4 and Figure 8.5
respectively. It is clear from the bifurcation diagram that for lower values of λ and
α the autonomous system becomes stable, but, above a threshold value of λ = 32.0
and α = 0.0638 the autonomous system losses its stability and periodic solution arises
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through Hopf bifurcation.
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Figure 8.4: Represents the bifurcation diagram of the autonomous model without control.
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Figure 8.5: Represents the bifurcation diagram of the autonomous model without control.

158



8.7. NUMERICAL SIMULATION

8.7.4 With Optimal Control Problem

In this section, we have solved the optimal control problem (8.7) with the help of the
fourth order Runge-Kutta method in a finite interval of time. First, we solve the state
variables by fourth order forward Runge-Kutta method and then using these we solve
the adjoint variables by fourth order backward Runge-Kutta method with the help of
transversality conditions and the optimality conditions [127]. For this simulations, we
consider the following set of parametric values:
λ = 100, δ = 0.6, µ = 0.6, σ = 0.8, γ = 0.7, r0 = 9.3, b4 = 0.03333, K0 = 20.0,
b3 = 0.06, α0 = 0.3, δ1 = 0.015, λ0 = 0.04, λ1 = 0.01, λ2 = 0.2, β0 = 0.2,
b1 = 0.01, d0 = 1.0, b2 = 0.1, A1 = 1.0, A2 = 0.5, A3 = 0.1, A4 = 0.4
and ψ(t) = ϕ(t) = ξ(t) = η(t) = sin(π

6
t), χ(t) = cos(π

6
t).

In this model to reduce the infected humans from Malaria disease three control pa-
rameters such as bed-nets, cultivation of mosquito repellent plant and pesticide spray
have been used. To examine the effect of control parameters numerically possible eight
strategies such as use of (i) all control variables, (ii) without any control, (iii) bed-nets
control, (iv) cultivation of mosquito repellent plant, (v) pesticide spray, (vi) bed-nets
and cultivation of mosquito repellent plant, (vii) bed-nets and pesticide spray and (viii)
cultivation of mosquito repellent plants and pesticide spray have been considered.
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Figure 8.6: Solid line for application of all control, dash line for no control and dash dot

line for bed-nets control.
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Figure 8.6 shows the solutions of using three controls (i.e., bed-nets, cultivation of
mosquito plant and pesticide spray), without any control and only one control such
as bed-nets. From this figure, it is observed that when one control such as bed-nets is
used then the rate of change of density of infected human is less than that without any
control and greater than that all the three controls. The explanation for the susceptible
mosquito, infected mosquito, susceptible human, recovered human has been drawn from
this figure very easily.
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Figure 8.7: Solid line for application of all control, dash line for no control and dash dot

line for cultivation of mosquito repellent plant control.

Again, the solutions of using three controls, without any control and only one control
such as cultivation of mosquito repellent plant have been shown in Figure 8.7. From this
figure, it is seen that when we use only mosquito repellent plant then the rate of change
of infected human is less but nearly same as that without using any control. Similarly,
the explanation for the other population has been drawn from this figure easily.
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Figure 8.8: Solid line for application of all control, dash line for no control and dash dot

line for pesticide control.

Also, Figure 8.8 shows the solution of using all controls, without any control and only
one control such as pesticide spray. From this figure, it is observed that when we use
only pesticide control then the rate of change of infected human is less than that without
using any control and greater than that using all three controls. It is also observed that
density of infected mosquito using only pesticide control is more reduced than that using
all three controls. Changes of other populations have been shown from this figure.

The solutions of using all controls, without any control and only bed-nets and culti-
vation of mosquito repellent plant control have been shown in Figure 8.9. From this
figure, it is seen that if we use only bed-nets and mosquito repellent plant controls to-
gether then the rate of change of infected human is less than that without using any
control but nearly greater than that for three controls.
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Figure 8.9: Solid line for application of all control, dash line for no control and dash dot

line for bed-nets and cultivation of mosquito repellent plant control.

Again, Figure 8.10 represents the solutions of using all controls, without any control
and only bed-nets and pesticide control. From this figure, it is observed that if we use
only bed-nets and pesticide controls together then the rate of change of infected human
is less than that without using any control but nearly greater than that for three controls.

The solutions of using all controls, without any control and only cultivation of mosquito
repellent plant have been shown in Figure 8.11. From this figure, it is seen that if we use
only mosquito repellent plant and pesticide control then the rate of change of infected
human is less than but nearly equal to that without using any control.

Figure 8.12 represents the variation of the three optimal controls. From this figure,
it is clear that since we apply all the controls for 100 units of time, all these controls
vanishes after this period. Figure 8.13 represents the adjoint variables. According to the
theoretical study the adjoint variables becomes zero at the end of the time.
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Figure 8.10: Solid line for application of all control, dash line for no control and dash

dot line for bed-nets and pesticide control.
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Figure 8.11: Solid line for application of all control, dash line for no control and dash

dot line for cultivation of mosquito repellent plant and pesticide control.

163



CHAPTER 8. THRESHOLD DYNAMICAL BEHAVIORS OF A MALARIA
DISEASE IN CONTROL PARAMETERS BASED PERIODIC ENVIRONMENT

0 50 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Time

u
1

0 50 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Time

u
2

0 50 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Time

u
3

Figure 8.12: Three control parameters.
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Figure 8.13: Adjoint variables.
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8.8 Conclusion

In this chapter, a mathematical model on Malaria disease has been developed consid-
ering time and control parameter (bed-nets, plantation of mosquito repellent plant and
insecticide spray) dependent transmission rates from human to mosquito and mosquito
to human where transmission rates vary periodically. Here, human population has been
classified into three subpopulations such as susceptible human, infected human, recov-
ered human and also mosquito population to be classified into two subpopulations such
as susceptible mosquito and infected mosquito. Theoretically, it has been proved that
the system is free of disease or disease persist under some conditions stated in Theorem
8.4 and Theorem 8.5 which are also verified numerically. From the analysis of the
model, the following have been drawn.

(i) The solutions of the system (8.1) are bounded if rL > λ2u3.

(ii) In autonomous case in the absence of control parameters, our proposed system (8.1)
undergoes a Hopf bifurcation with respect to recruitment rate of susceptible human
(λ) and the disease transmission rate from infected human to mosquito (α). If we
change the recruitment rate of susceptible human and the disease transmission rate
from human to mosquito then a Hopf bifurcation occurs. Our study suggests that
if the recruitment rate of susceptible human (λ) increases, the the system remains
stable up to a threshold value λ = λ∗. But, the system becomes unstable above
that threshold. Also, if the disease transmission rate from human to mosquito
increases (α), then the autonomous system remains stable up to a threshold value
α = α∗. But, the system becomes unstable above that threshold.

(iii) Here, different possible combinations of controls have been used and their effec-
tiveness are compared by numerical simulations. From this numerical simulations,
it is seen that using of all three controls always gives better results than the using
single control and two controls together. From this simulation, it is concluded that
if we want to use only one control then bed-nets will be very effective to reduce
the infected human. Again, if we want to use two controls together then the use
of bed-nets and cultivation of mosquito repellent plant be appropriate strategy to
reduce the infected human from Malaria disease.

Gateway from Chapter 8 to Chapter 9
In Chapter 8, we have explored the dynamics of a vector borne fatal disease Malaria.
Another important disease to study is Japanese Encephalitis which also makes several
thousands of death in every year in India and other parts in the world due to lack of
proper investigation and lack of suitable control strategies. The next chapter is devoted
to study the dynamics of such system with appropriate control strategies.
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Chapter 9

Stability and Bifurcation Analysis of

Japanese Encephalitis Model

with/without Effects of Some

Control Parameters

9.1 Introduction

Japanese Encephalitis (JE) is a vector borne viral disease occurred in South Asia, South-
east Asia, East Asia and Pacific. The disease can cause irreversible neurologic damage.
The JE Virus (JEV) is mainly transmitted by the mosquito Culex triataeniorrhynchus,
which prefers to bread in the irrigated rice paddies [118]. Wading ardeid water birds
(herons and egrets) serve as virus reservoirs, but the virus regularly spills over into the
pigs, members of family of equidae (horses and donkeys) and humans [133]. The infected
pigs acts as an amplifying host and a domestic pig rearing is an important risk factor in
the transmission to humans. Bird’s migration might play a role in dispersing JEV. Acci-
dental transportation of vectors, human migration and international travel seem to be of
little importance because viremia in humans is usually low and of short duration because
humans are dead-end hosts. The transmission cycle of JE has been shown in Figure 9.1.
The main pillar of JE control is the use of a live attenuated vaccine for humans [84].
Currently analyzable JE vaccines are relatively safe and effective but a drawback is that
multiple doses are required. Effective delivery of the vaccines is poor, rural communities
therefore remains a formidable challenge and compliance. The vaccination of pigs rep-
resents another potential strategy to control JE, but it is not widely used for two main
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reasons. First the high turnover in pig population would require annual vaccination of
newborn pigs which would be costly. Second the effectiveness of live attenuated vaccines
is decreased in young pigs because of maternal antibodies. Environmental management
for vector control such as alternative wetting and drying of rice fields (also known as
intermittent irrigation) can substantially reduce vector breeding while saving water, in-
creasing rice yields and reducing methane emission [240]. Environmental management
measures are most viable if they are readily integrated into a broader approach of pest
management and vector management [20,64,70,142,212,213,221,235].

Figure 9.1: Represents the transmission cycle of JE virus.

A very few number of mathematical models of Japanese Encephalitis has been published
but till now, the actual dynamics of this disease is unknown to us. At first, Mukhopad-
hyay et al. [158] studied a mathematical model on Japanese Encephalitis disease in which
the stability properties of the model were discussed considering three populations such as
vector, reservoir and human in 1993. Thereafter, some research papers on mathematical
modelling of Japanese Encephalitis disease such as [159,164,232] have been developed. In
India JE is a growing and alarming public health problem. In West Bengal of India since
1973, JE has been almost an annual event in the form of an epidemic or a small outbreak
engulfing newer and newer rural areas. The district of Burdwan was the most affected
area in West Bengal, probably forming a hyper-endemic zone. In the end of 2014, the
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Japanese Encephalitis attack the North Bengal and the north-east part in India. Since
the transmission dynamics of Japanese Encephalitis disease is till now unexplored, hence
in this epidemic every year many people are died due to the attack of JE virus. So, the
study is necessary about the JE virus transmission dynamics and its control strategy.

Though there are several research articles available on Japanese Encephalitis mathe-
matical model but till now there exist some space in the literature which are as:

In most of the existing research papers, the carrying capacity of mosquito population has
been considered as constant. But due to environmental changes that should be changed
with respect to time. Also, some experimental studies prove that using some suitable
control strategies we can restrict the breeding of mosquito and that will be very helpful
to control Japanese Encephalitis disease. But in the existing literature no one consider
control parameters to control the spread of Japanese Encephalitis disease.

To overcome these spaces we have developed a Japanese Encephalitis transmission model
among mosquito, reservoir and human population. Here, a mathematical model on
Japanese Encephalitis disease has been constructed by considering time dependent car-
rying capacity. The mosquito population has been classified into two subpopulations
such as susceptible mosquito and infected mosquito. The reservoir population also be
classified into three subpopulations such as susceptible reservoir, infected reservoir and
recovered reservoir and the human population is divided into three subpopulations such
as susceptible human, infected human and recovered human. Here, the existence of equi-
librium points and their stabilities in the system have been explored theoretically as well
as numerically. Also, it has found the conditions under which (i) the system will be free
of disease and (ii) the disease persist uniformly. Then, the effectiveness of all control
parameters has been checked numerically. Finally, Hopf bifurcations have been carried
out considering constant environmental carrying capacity of mosquito without control
parameters.

9.2 Model Formulation 1

In this chapter, an interaction has been studied mathematically among mosquito, reser-
voir (pig, horse etc.) and human population in the Japanese Encephalitis disease. Here
V1 and V2 have been considered as the susceptible and infected mosquito populations.
Here Y1, Y2 and Y3 denote the populations indicating the susceptible, infected and recov-
ered reservoir respectively. Similarly, the susceptible, infected and recovered human are
indicated by X1, X2 and X3 respectively. Since Japanese Encephalitis (JE) is a vector

1Published in Computational and Applied Mathematics, Springer, DOI: 10.1007/s40314-016-

0400-2, with title Stability and bifurcation analysis of Japanese encephalitis model with/without effects

of some control parameters.
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borne viral disease and it is mainly transmitted by mosquito (Culex tritaeniorrhynchus)
which prefers to bread in irrigated rice paddies and this atmosphere varies time to time
in a year, so the environmental carrying capacity for mosquito denoted by K has been
considered as a function of time. In this regard, we have considered K(t) in the following
form

K(t) = a+ bsin(ωt)

where a, b and ω are constants which has been shown in Figure 9.2.
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Figure 9.2: Environmental carrying capacity.

Here r, η, ξ, τ0, τ1, u1(0 ≤ u1 ≤ 1) and u2(0 ≤ u2 ≤ 1) be the growth rate of the sus-
ceptible mosquito population, per capita contact rate of infected reservoirs with the
susceptible mosquito population, per capita loss of infectivity of the infected mosquito,
effectiveness of intermittent irrigation system control parameter, effectiveness of the in-
secticide spray control parameter, intermittent irrigation system control parameter i.e.,
land cover and land use and insecticide spray control respectively. In infected mosquito
population, α has been considered as the per capita natural death rate. Here, µ1, β1, f1
and τ2 denote the per capita natural birth and death rate of the susceptible reservoir, ef-
fective per capita contact rate of infective mosquito with reservoir population, per capita
loss of immunity of recovered reservoir and effectiveness of the vaccination on the suscep-
tible reservoir population respectively. To resist the replication of the encephalitis virus
in the susceptible reservoir population, a vaccination control parameter u3(0 ≤ u3 ≤ 1)
has been considered in this model. Here, γ1 be the per capita recovery rate of the infected
reservoir. Also µ2, µ3, β2, f2, τ3 and u4(0 ≤ u4 ≤ 1) be the recruitment rate of susceptible
human, natural death rate of human, effectiveness of per capita contact rate of infective
vectors with the human population, per capita loss of immunity rate of recovered human,
effectiveness of the vaccination control parameter and the vaccination control parameter
applied to the susceptible human respectively. Also, ϵ, γ2, τ4 and u5(0 ≤ u5 ≤ 1) be
the disease related death rate, per capita recovery rate of infected human, effectiveness
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of the treatment control parameter and the application of treatment control parameter
respectively. Under the above considerations, a set of nonlinear differential equations of
encephalitis disease model has been considered as follows:

dV1
dt

= r(1− V1/K(t))V1 − ηY2V1 + ξV2 − τ0u1V1 − τ1u2V1

dV2
dt

= ηY2V1 − αV2 − ξV2 − τ1u2V2

dY1
dt

= µ1N1 − µ1Y1 − β1V2Y1 + f1Y3 − τ2u3Y1

dY2
dt

= β1V2Y1 − µ1Y2 − γ1Y2

dY3
dt

= γ1Y2 − µ1Y3 − f1Y3 + τ2u3Y1

dX1

dt
= µ2 − µ3X1 − β2V2X1 + f2X3 − τ3u4X1

dX2

dt
= β2V2X1 − µ3X2 − ϵX2 − γ2X2 − τ4u5X2

dX3

dt
= γ2X2 − µ3X3 − f2X3 + τ3u4X1 + τ4u5X2



(9.1)

subject to the initial conditions V1(0) ≥ 0, V2(0) ≥ 0, Y1(0) ≥ 0, Y2(0) ≥ 0,
Y3(0) ≥ 0, X1(0) ≥ 0, X2(0) ≥ 0, X3(0) ≥ 0 where Y1 + Y2 + Y3 = N1(constant).

9.3 Equilibrium Points and Basic Reproduction Num-

ber

Before derivation of the basic reproduction number of the system (9.1), it is necessary
to show that the solution of the system (9.1) is bounded which is shown by the following
theorem.

Theorem 9.1 All the solutions (V1(t), V2(t), Y1(t), Y2(t), Y3(t), X1(t), X2(t), X3(t)) are
bounded, provided that min{τ0u1 + τ1u2, α + τ1u2} > 0.
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Proof. From the 3rd, 4th and 5th equations of system (9.1), it is obtained that

d

dt
(Y1 + Y2 + Y3) = µ1N1 − µ1(Y1 + Y2 + Y3)

d

dt
(Y1 + Y2 + Y3) + µ1(Y1 + Y2 + Y3) = µ1N1

Then, solving above we have

Y1 + Y2 + Y3 = N1 + C1e
−µ1t

As t→ ∞ it is obtained that

Y1 + Y2 + Y3 = N1

So, it is obvious that Y1 ≤ N1, Y2 ≤ N1 and Y3 ≤ N1 for all t.
Also, from the 6th, 7th and 8th equations of system (9.1), it is obtained that

dX1

dt
+
dX2

dt
+
dX3

dt
= µ2 − µ3(X1 +X2 +X3)− ϵX2

i.e.,
d(X1 +X2 +X3)

dt
+ µ3(X1 +X2 +X3) ≤ µ2

i.e.,X1 +X2 +X3 ≤
µ2

µ3

+ C2e
−µ3t

As t→ ∞, it is found that

X1 +X2 +X3 ≤
µ2

µ3

which implies that X1, X2 and X3 are bounded for t ≥ 0.
Let us define a function W such that

W = V1 + V2 (9.2)

Taking time derivative of above equation (9.2), it is obtained that

dW

dt
= r(1− V1

K(t)
)V1 − τ0u1V1 − τ1u2V1 − αV2 − τ1u2V2

After adding QW to the both sides of the above equation, it is obtained that

dW

dt
+QW = r(1− V1

K(t)
)V1 − τ0u1V1 − τ1u2V1 − αV2 − τ1u2V2 +Q(V1 + V2)

= r(1− V1
K(t)

)V1 + (Q− τ0u1 − τ1u2)V1 + (Q− (α+ τ1u2))V2 (9.3)
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where Q has been chosen as a positive quantity in the following manner:

Q = min{τ0u1 + τ1u2, α + τ1u2}

Now, according to our problem definition, the carrying capacity of mosquito population
is given by

K(t) = a+ bsin(ωt)

i.e., |K(t)| = |a+ bsin(ωt)|
i.e., |K(t)| ≤ |a|+ |bsin(ωt)|
i.e., |K(t)| ≤ |a|+ |b|, since |sin(ωt)| ≤ 1

i.e., |K(t)| ≤ K1 where K1 = |a|+ |b|

Using these the above equation (9.3) can be written as

dW

dt
+QW ≤ r(1− V1

K(t)
)V1

≤ r(1− V1
K1

)V1 since |K(t)| ≤ K1

≤ rK1

4
where max{r(1− V1

K1

)V1} =
rK1

4

Then solving above it is obtained that

W ≤ rK1

4Q
+ C3e

−Qt (9.4)

where C3 is an integrating constant.
Now, when t tends to ∞, then for Q > 0 the equation (8.4) reduces to the following

W ≤ rK1

4Q

i.e., V1 + V2 ≤
rK1

4Q

which implies that V1 and V2 are bounded for t ≥ 0.
Hence all the solutions of the system (9.1) are bounded.

Now, the system (9.1) has the following disease free equilibrium point

E0 = (V 0
1 , 0, Y

0
1 , 0, Y

0
3 , X

0
1 , 0, X

0
3 ), where V

0
1 = (1− (τ0u1+τ1u2)

r
)K(t),

Y 0
1 = N1(µ1+f1)

(µ1+f1+τ2u3)
, Y 0

3 = τ2u3N1

(µ1+f1+τ2u3)
, X0

1 = µ2(µ3+f2)
µ3(µ3+f2+τ3u4)

, X0
3 = µ2τ3u4

µ3(µ3+f2+τ3u4)

and one endemic equilibrium point E∗ = (V ∗
1 , V

∗
2 , Y

∗
1 , Y

∗
2 , Y

∗
3 , X

∗
1 , X

∗
2 , X

∗
3 )
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where V ∗
1 , V

∗
2 , Y

∗
1 , Y

∗
2 , Y

∗
3 , X

∗
1 , X

∗
2 and X∗

3 satisfies

V ∗
2 =

ηY ∗
2 V

∗
1

α+ ξ + τ1u2
, Y ∗

2 =
β1V

∗
2 Y

∗
1

µ1 + γ1
, X∗

2 =
β2V

∗
2 X

∗
1

µ3 + ϵ+ γ2 + τ4u5
, Y ∗

3 =
γ1Y

∗
2 + τ2u3Y

∗
1

µ1 + f1
,

X∗
3 =

γ2X
∗
2 + τ3u4X

∗
1 + τ4u5X

∗
2

µ3 + f2
,

r(1− V ∗
1 /K(t))V ∗

1 − ηY ∗
2 V

∗
1 + ξV ∗

2 − τ0u1V
∗
1 − τ1u2V

∗
1 = 0,

µ1N1 − µ1Y
∗
1 − β1V

∗
2 Y

∗
1 + f1Y

∗
3 − τ2u3Y

∗
1 = 0 and

µ2 − µ3X
∗
1 − β2V

∗
2 X

∗
1 + f2X

∗
3 − τ3u4X

∗
1 = 0

In epidemiology, the basic reproduction number R0 is defined as the expected num-
ber of secondary infections that occur when one infective is introduced into a com-
pletely susceptible host population. First, we enumerate the compartments in our model
from left to right i.e., susceptible mosquito (V1)=Compartment1, infected mosquito
(V2)=Compartment2 and so on. Then by this method the new infection generation
terms and the remaining transition terms denoted by two matrices F and V are as
follows:

F =

(
∂Fi(x)

∂xj

)
x=x0

and V =

(
∂Vi(x)

∂xj

)
x=x0

where Fi(x) denote the rate of appearance of new infection in compartment i and Vi(x)
is the net transfer rate (other than infection) of compartment i. In our model there
are three stages for transmission of infection through (i) infected mosquito, (ii) infected
reservoir and (iii) infected human. So, here x = (x2, x4, x7) where x2 denotes infected
mosquito (V2), x4 denotes infected reservoir (Y2) and x7 denotes infected human (X2).
The net transfer rate is given by Vi = V −

i − V +
i , where V −

i is the rate of transfer of
individuals out of compartment i, and V +

i is the rate of transfer of individuals into com-
partment i by means other than infection.

Then, the two matrix can be evaluated as follows

F =

 0 ηV 0
1 0

β1Y
0
1 0 0

β2X
0
1 0 0

 , V =

 (α+ ξ + τ1u2) 0 0
0 (µ1 + γ1) 0
0 0 (µ3 + ϵ+ γ2 + τ4u5)


Then, we evaluate the matrix

FV −1 =


0

ηV 0
1

µ1+γ
0

β1Y 0
1

α+ξ+τ1u2
0 0

β2X0
1

α+ξ+τ1u2
0 0


The basic reproduction number is the maximum eigenvalue [59] of the matrix FV −1 and
it is evaluated as follows:

R0 =

√
β1ηV 0

1 Y
0
1

(α+ ξ + τ1u2)(γ1 + µ1)
(9.5)
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Lemma 9.1 The average value of R0 in any time interval [b1, b2] is denoted by R1
0 and

is defined by

R1
0 =

√√√√β1η(1− (τ0u1+τ1u2)
r

)N1(µ1 + f1)[a− b(cos(ωb2)−cos(ωb1))
ω(b2−b1) ]

(µ1 + f1 + τ2u3)(α+ ξ + τ1u2)(γ1 + µ1)

Proof. The average value of R2
0(t) for the interval b1 ≤ t ≤ b2 can be computed as

1

b2 − b1

∫ b2

b1

R2
0dt =

β1ηY
0
1 (1−

(τ0u1+τ1u2)
r

)

(α+ ξ + τ1u2)(γ1 + µ1)(b2 − b1)

∫ b2

b1

K(t)dt (9.6)

Now, ∫ b2

b1

K(t)dt =

∫ b2

b1

(a+ bsin(ωt))dt

= a(b2 − b1)−
b

ω
(cos(ωb2)− cos(ωb1)) (9.7)

Using equation (9.7) in (9.6), it is obtained that

1

b2 − b1

∫ b2

b1

R2
0dt =

β1ηY
0
1 (1−

(τ0u1+τ1u2)
r

)

(α+ ξ + τ1u2)(γ1 + µ1)
[a− b(cos(ωb2)− cos(ωb1))

ω(b2 − b1)
]

Then the average value of R0 in any time interval [b1, b2] is

R1
0 =

√√√√β1η(1− (τ0u1+τ1u2)
r

)N1(µ1 + f1)[a− b(cos(ωb2)−cos(ωb1))
ω(b2−b1) ]

(µ1 + f1 + τ2u3)(α+ ξ + τ1u2)(γ1 + µ1)
(9.8)

Hence the proof.

Hence from this expression, Lemma 9.2 can be drawn as

Lemma 9.2 Three control parameters u1, u2 and u3 have effects on the basic repro-
duction number R1

0.

Lemma 9.3 The Basic reproduction number R1
0 is a decreasing function with respect

to the parameters u1, u2 and u3 provided that a > b(cos(ωb2)−cos(ωb1))
ω(b2−b1) ,u1 < α+ξ+r

τ0
and

τ0u1 + τ1u2 < r.

Proof. From (9.8) differentiating R1
0 with respect to u1, u2 and u3 we have

d(R1
0)

2

du1
= −

β1ητ0N1(µ1 + f1)
[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]
r(α+ ξ + τ1u2)(µ1 + γ1)(µ1 + f1 + τ2u3)

(9.9)

d(R1
0)

2

du2
= −

τ1(α+ ξ + r − τ0u1)β1η(1− (τ0u1+τ1u2)
r

)N1(µ1 + f1)[a− b(cos(ωb2)−cos(ωb1))
ω(b2−b1)

]

(r − τ0u1 − τ1u2)(α+ ξ + τ1u2)2(µ1 + f1 + τ2u3)(µ1 + γ1)
(9.10)

d(R1
0)

2

du3
= −

β1ητ2(1− (τ0u1+τ1u2)
r

)N1(µ1 + f1)
[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]
(α+ ξ + τ1u2)(µ1 + γ1)(µ1 + f1 + τ2u3)2

(9.11)
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Now, from equation (9.9) it is observed that
d(R1

0)
2

du1
will be negative if a > b(cos(ωb2)−cos(ωb1))

ω(b2−b1) .

Since all the parameters are positive and from equation (9.10) it is also observed that
d(R1

0)
2

du2
will be negative if u1 <

α+ξ+r
τ0

, τ0u1 + τ1u2 < r and a > b(cos(ωb2)−cos(ωb1))
ω(b2−b1) . Sim-

ilarly, from equation (9.11),
d(R1

0)
2

du3
will be a deceasing function with respect to u3 if

τ0u1 + τ1u2 < r and a > b(cos(ωb2)−cos(ωb1))
ω(b2−b1) .

Lemma 9.4 The value of R1
0 will be less than one with the application of single control

parameter of u1, u2 and u3 provided that r
τ0

[
1− (α+ξ)(µ1+γ1)ω(b2−b1)

β1ηN1(cos(ωb2)−cos(ωb1))

]
< u1 ≤ 1,

β1ηN1

[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]
−(α+ξ)(µ1+γ1)[

τ1(µ1+γ1)+
β1ητ1N1

r

[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]] < u2 ≤ 1,

β1ηN1(µ1+f1)
[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]
−(µ1+f1)(µ1+γ1)(α+ξ)

τ2(α+ξ)(µ1+γ1)
< u3 ≤ 1.

Proof. At first, we consider the application of single control parameter u1 to the system
(9.1) to reduce the encephalitis disease. So, putting u2 = u3 = 0 in equation (9.8) it is
obtained that

(R1
0)

2 =
β1η(1− τ0u1

r
)N1[a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1) ]

(α+ ξ)(γ1 + µ1)

Now, the value of (R1
0)

2 will be less than one if

β1η(1− τ0u1
r
)N1[a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1) ]

(α+ ξ)(γ1 + µ1)
< 1

(1− τ0u1
r

) <
(α+ ξ)(γ1 + µ1)

β1ηN1[a− b(cos(ωb2)−cos(ωb1))
ω(b2−b1) ]

u1 >
r

τ0

[
1− (α+ ξ)(µ1 + γ1)ω(b2 − b1)

β1ηN1(cos(ωb2)− cos(ωb1))

]
r

τ0

[
1− (α+ ξ)(µ1 + γ1)ω(b2 − b1)

β1ηN1(cos(ωb2)− cos(ωb1))

]
< u1 ≤ 1, since 0 ≤ u1 ≤ 1

In the similar way, it can be proved that

β1ηN1

[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]
− (α+ ξ)(µ1 + γ1)[

τ1(µ1 + γ1) +
β1ητ1N1

r

[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]] ≤ u2 ≤ 1

and

β1ηN1(µ1 + f1)
[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]
− (µ1 + f1)(µ1 + γ1)(α+ ξ)

τ2(α+ ξ)(µ1 + γ1)
< u3 ≤ 1
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So it is concluded that system (9.1) can be disease free either by application of u1 or
u2 or u3 under the above conditions. But if for some parametric values the conditions
are not full-filled, then system cannot be disease free through application of only one
control. In that case two or more controls may be used simultaneously which is shown
in Lemma 9.5.

Lemma 9.5 The value of R1
0 will be less than one with the application of two or three

control parameter simultaneously (u1, u2), (u2, u3), (u1, u3) and (u1, u2, u3) provided that

u2 >
β1η(1− τ0u1

r
)N1

[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]
−(α+ξ)(µ1+γ1)

τ1
[
(µ1+γ1)+

β1η
r
N1

[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]] ,

u2 >
β1ηN1(µ1+f1)

[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]
−(α+ξ)(µ1+γ1)(µ1+f1+τ2u3)

τ1
[
(µ1+γ1)(µ1+f1+τ2u3)+

β1η
r
N1(µ1+f1)

[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]] ,
u1 >

r
τ0

[
1− (µ1+f1+τ2u3)(α+ξ)(µ1+γ1)

β1ηN1(µ1+f1)
[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]
]
and

u3 >
β1η

(
1− (τ0u1+τ1u2)

r

)
N1(µ1+f1)

[
a− b(cos(ωb2)−cos(ωb1))

ω(b2−b1)

]
−(µ1+f1)(µ1+γ1)(α+ξ+τ1u2)

τ2(α+ξ+τ1u2)(µ1+γ1)
.

Proof. Proof is similar as Lemma 9.4.

9.4 Threshold Dynamics

In this section, it is shown that if R0 < 1 then the disease free equilibrium point
(V 0

1 , 0, Y
0
1 , 0, Y

0
3 , X

0
1 , 0, X

0
3 ) is locally asymptotically stable and hence the disease dies

out. Next, we show that if R0 > 1, then V2, Y2 and X2 uniformly persist and hence the
disease also persists. Consequently, the basic reproduction number R0 is the threshold
parameter between the extinction and the uniform persistence of the disease.

Theorem 9.2 The system (9.1) around E0(V
0
1 , 0, Y

0
1 , 0, Y

0
3 , X

0
1 , 0, X

0
3 ) is locally asymp-

totically stable provided that (µ1+γ1)(α+ξ+τ1u2) > ηV 0
1 β1Y

0
1 and (µ1+γ1+µ3+ϵ+γ2+

τ4u5)[(µ1+γ1)(µ3+ϵ+γ2+τ4u5)+(α+ξ+τ1u2)(µ3+ϵ+γ2+τ4u5+α+ξ+τ1u2+µ1+γ1)] >
ηV 0

1 β1Y
0
1 (α+ ξ + τ1u2 + µ1 + γ1).

Proof. From the second, fourth and sixth equation of system (9.1), we have

dx

dt
= Bx

where x = (V2, Y2, X2)
t and

B =

 −(α+ ξ + τ1u2) ηV 0
1 0

β1Y
0
1 −(µ1 + γ1) 0

β2X
0
1 0 −(µ3 + ϵ+ γ2 + τ4u5)
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Then, the characteristic equation of B is

λ3 + a1λ
2 + a2λ+ a3 = 0

where a1 = (µ3 + ϵ + γ2 + τ4u5 + α + ξ + τ1u2 + µ1 + γ1), a2 = (µ1 + γ1)(µ3 + ϵ + γ2 +
τ4u5) + (α+ ξ + τ1u2)(µ1 + γ1 + µ3 + ϵ+ γ2 + τ4u5)− ηV 0

1 β1Y
0
1 and a3 = (µ1 + γ1)(α+

ξ + τ1u2)(µ3 + ϵ+ γ2 + τ4u5)− ηV 0
1 β1Y

0
1 (µ3 + ϵ+ γ2 + τ4u5).

Now, all the roots of the above characteristic equation be negative for real roots and
have negative real parts for complex roots

if a1 > 0, a3 > 0 and a1a2 − a3 > 0

i.e., µ3 + ϵ+ γ2 + τ4u5 + α+ ξ + τ1u2 + µ1 + γ1 > 0

i.e., (µ1 + γ1)(α+ ξ + τ1u2)(µ3 + ϵ+ γ2 + τ4u5) > ηV 0
1 β1Y

0
1 (µ3 + ϵ+ γ2 + τ4u5)

i.e.,
ηV 0

1 β1Y
0
1

(µ1 + γ1)(α+ ξ + τ1u2)
< 1

i.e., R0 < 1

and

(µ3 + ϵ+ γ2 + τ4u5 + α+ ξ + τ1u2 + µ1 + γ1)

{
(µ1 + γ1)(µ3 + ϵ+ γ2 + τ4u5)

+(α+ ξ + τ1u2)(µ1 + γ1 + µ3 + ϵ+ γ2 + τ4u5)− ηV 0
1 β1Y

0
1

}
>

{
(µ1 + γ1)(α+ ξ + τ1u2)

−ηV 0
1 β1Y

0
1

}
(µ3 + ϵ+ γ2 + τ4u5)

i.e., (µ1 + γ1 + µ3 + ϵ+ γ2 + τ4u5)

[
(µ1 + γ1)(µ3 + ϵ+ γ2 + τ4u5)

+(α+ ξ + τ1u2)(µ3 + ϵ+ γ2 + τ4u5 + α+ ξ + τ1u2 + µ1 + γ1)

]
> ηV 0

1 β1Y
0
1 (α+ ξ + τ1u2 + µ1 + γ1)

Therefore, if the above relation holds then the value of R0 will be less than one and the
system will be free of disease.
Hence the theorem.

Theorem 8.3 The disease of system (9.1) uniformly persistent i.e., V2 > 0, Y2 > 0
and X2 > 0 provided that

lim
t→∞

inf

(
V1(t), V2(t), Y1(t), Y2(t), Y3(t), X1(t), X2(t), X3(t)

)
≥ c

for a positive constant c.

Proof. Similar to [76,236].
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9.5 Global Stability Analysis

Here, we shortly describe the general method developed by Li and Muldowney [131] for
a global stability of a nonlinear system around its interior equilibrium point. Here, we
consider an autonomous dynamical system:

ẋ = f(x) (9.12)

where f : D → Rn, D ⊂ Rn be an open set and simply connected and f ∈ C1(D) which
is the space of continuously differentiable function on domain D. Each solution x(t) of
this differential equation (9.12) is uniquely determined by its initial value x(0) = x0.
Let x∗ be an equilibrium point of (9.12). Then we can say that x∗ is said to be globally
asymptotically stable in D if it is locally stable and all trajectories in D converge to x∗.
The main interest in this section is to derive a condition for global stability of an interior
equilibrium point x∗ in the proposed model. Now, for the proposed problem we have
assumed the following conditions
(i) D is simply connected;
(ii) there is a compact absorbing set K ⊂ D;
(iii) x∗ is the only equilibrium of (9.12) in D.
Under the above conditions, an equilibrium point x∗ is globally asymptotically stable in
D by geometric approach [131], provided that

lim
t→∞

sup sup
x0∈K

1

t

∫ t

0

µ(B(x(s, x0)))ds < 0 (9.13)

where µ(B) is calculated as follows:
Now, a matrix P (x) is choosen in such a way that it will be a nonsingular

(
n
2

)
×
(
n
2

)
matrix valued function x→ P (x) defined in C1 on D. It is considered that

B = PfP
−1 + PJ [2]P−1

where the matrix Pf is (Pij(x))f is given by (Pij(x))f = ∇Pij.f(x).
The jacobian matrix J [2] is the second additive compound matrix of

(
n
2

)
×
(
n
2

)
order for

a n× n the jacobian matrix J defined by J = (Jij)n =
(
∂fi
∂xj

)
n
. Therefore, in our model

for n = 3, it is as follows

J [2] =

 J11 + J22 J23 −J13
J32 J11 + J33 J12
−J31 J21 J22 + J33


Now, it is considered that the Lozinskii measure µ of the matrix B with respect to a
matrix norm |.| in RN where N =

(
n
2

)
, is defined by

µ(B) = lim
h→0

|I + hB| − 1

h
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By using the above discussion, we want to derive the conditions under which the proposed
model system (9.1) is globally stable around its interior equilibrium point x∗ which is
here (E∗). Firstly, we consider the subsystem of (9.1) as follows

dV2
dt

= ηY2V1 − αV2 − ξV2 − τ1u2V2

dY2
dt

= β1V2Y1 − µ1Y2 − γ1Y2

dX2

dt
= β2V2X1 − µ3X2 − ϵX2 − γ2X2 − τ4u5X2


(9.14)

Then the Jacobian matrix for the system (9.14) is

J =

 −α− ξ − τ1u2 ηV1 0
β1Y1 −(µ1 + γ1) 0
β2X1 0 −(µ3 + ϵ+ γ2 + τ4u5)


Now, its second additive compound matrix J [2] is given by

J [2] =

 −m 0 0
0 −n ηV1

β2X1 β1Y1 −k


where m = (α + ξ + τ1u2 + µ1 + γ1), n = (α + ξ + τ1u2 + µ3 + ϵ + γ2 + τ4u5) and
k = (µ1 + γ1 + µ3 + ϵ+ γ2 + τ4u5).
Next, we choose a nonsingular matrix valued function P (x) in the following way

P (x) = P (V2, Y2, X2) = diag

(
V2
X2

,
V2
X2

,
V2
X2

)
where x = (V2, Y2, X2)

t

The matrix valued function Pf can be evaluated as

Pf =
∂P

∂x
= diag

(
V̇2
X2

− V2
X2

2

Ẋ2,
V̇2
X2

− V2
X2

2

Ẋ2,
V̇2
X2

− V2
X2

2

Ẋ2

)

Now, it follows that PfP
−1 = diag{ V̇2

V2
− Ẋ2

X2
, V̇2
V2

− Ẋ2

X2
, V̇2
V2

− Ẋ2

X2
} and PJ [2]P−1 = J [2] so

that

B = PfP
−1 + PJ [2]P−1 =

(
B11 B12

B21 B22

)
where

B11 =
V̇2
V2

− Ẋ2

X2

−m,B12 =
[
0 0

]
, B21 =

[
0 β2X1

]t
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and B22 =

(
V̇2
V2

− Ẋ2

X2
− n ηV1

β1Y1
V̇2
V2

− Ẋ2

X2
− k

)

Now, we consider the norm in R3 as

|(u, v, w)| = max{|u|, |v|+ |w|}

and

µ(B) ≤ sup{g1, g2} = sup{µ1(B11) + |B12|, µ1(B22) + |B21|} (9.15)

where |B21|, |B12| are matrix norms with respect to the L1 vector norm and µ1 denotes
the Lozinskii measure with respect to the L1 norm. Now,

µ1(B11) =
V̇2
V2

− Ẋ2

X2

−m, |B12| = max{0, 0} = 0, |B21| = β2X1

µ1(B22) =
V̇2
V2

− Ẋ2

X2

+max{−n+ β1Y1,−k + ηV1}

The general expression of g1 and g2 for the above system are thus

g1 =
V̇2
V2

− Ẋ2

X2

−m

g2 =
V̇2
V2

− Ẋ2

X2

+ β2X1 +max{−n+ β1Y1,−k + ηV1}

Again, from the system (9.1), it is obtained that

Ẋ2 = β2V2X1 − (µ3 + ϵ+ γ2 + τ4u5)X2

Ẋ2

X2

=
β2V2X1

X2

− (µ3 + ϵ+ γ2 + τ4u5)

Therefore using these in above it is obtained that

g1 =
V̇2
V2

− β2V2X1

X2

+ (µ3 + ϵ+ γ2 + τ4u5)−m

g2 =
V̇2
V2

− β2V2X1

X2

+ (µ3 + ϵ+ γ2 + τ4u5) + β2X1 +max{−n+ β1Y1,−k + ηV1}

Therefore, from equation (9.15) we have

µ(B) ≤ V̇2
V2

− β2V2X1

X2

+ (µ3 + ϵ+ γ2 + τ4u5)

+ max{β2X1 +max{−n+ β1Y1,−k + ηV1},−m}

181



CHAPTER 9. STABILITY AND BIFURCATION ANALYSIS OF JAPANESE
ENCEPHALITIS MODEL WITH / WITHOUT EFFECTS OF SOME CONTROL

PARAMETERS

If the disease is uniformly persistence for R0 > 1 then

inf

{
lim
t→∞

(V1(t), V2(t), Y1(t), Y2(t), Y3(t), X1(t), X2(t), X3(t))

}
≥ c

then the above equation reduces to the following form

µ(B) ≤ V̇2
V2

− β2c+ (µ3 + ϵ+ γ2 + τ4u5) +max

{
β2c+max{−n+ β1c,−k + ηc},−m

}
≤ V̇2
V2

−
[
β2c− (µ3 + ϵ+ γ2 + τ4u5)−max

{
β2c+max{−n+ β1c,−k + ηc},−m

}]
(9.16)

Now, we define that

µ4 =

[
β2c− (µ3 + ϵ+ γ2 + τ4u5)−max

{
β2c+max{−n+ β1c,−k + ηc},−m

}]
Using this the equation (9.16) reduces to the following

µ(B) ≤ V̇2
V2

− µ4

Then integrating the above from 0 to t we have∫ t

0

µ(B)ds ≤
∫ t

0

V̇2
V2
dt− µ4

∫ t

0

dt

i.e.,

∫ t

0

µ(B)ds ≤ [logV2(t)]
t
0 − µ4t

i.e.,
1

t

∫ t

0

µ(B)ds ≤ 1

t
log

V2(t)

V2(0)
− µ4

Therefore, we have

lim
t→∞

sup sup
1

t

∫ t

0

µ(B)ds < −µ4 < 0, provided that µ4 > 0 (9.17)

for all (V2(0), Y2(0), X2(0)) ∈ K.
Then, the equation (9.17) proves that the system (9.14) is globally asymptotically stable
when R0 > 1 and µ4 > 0.
Since the system (9.14) is globally asymptotically stable hence it can be written as

V2(t) → V ∗
2 , Y2(t) → Y ∗

2 and X2(t) → X∗
2 as t→ ∞

Again, from the first equation of system (9.1) we have

dV1
dt

= r(1− V1/K(t))V1 − ηY2V1 + ξV2 − τ1u2V1
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and its limit form is given by

dV1
dt

= r(1− V1/K(t))V1 − ηY ∗
2 V1 + ξV ∗

2 − τ0u1V1 − τ1u2V1

dV1
dt

= V1

{
r − ηY ∗

2 + ξV ∗
2 − τ0u1 − τ1u2 −

rV1
K(t)

}
dV1
dt

≤ V1

{
r − ηY ∗

2 + ξV ∗
2 − τ0u1 − τ1u2 −

rV1
K1

}
, where |K(t)| ≤ K1

dV1
dt

≤ r

K1

V1

{
M − V1

}

where M = K1

r

[
r − ηY ∗

2 − τ0u1 − τ1u2

]
.

Now, its solution is given by

V1 ≤
Ml2

l2 + e
−Mrt
K1

where l2 is arbitrary constant.

From this it is seen that when t→ ∞ then

V1 →M, provided that M > 0

V1 → V ∗
1 where V ∗

1 =M

Similarly, it can be shown that

Y1 → Y ∗
1 , Y3 → Y ∗

3 , X1 → X∗
1 , X3 → X∗

3

This proves that the system (9.1) is globally asymptotically stable around E∗.

9.6 Numerical Simulation

To check the feasibility of our analysis regarding stability conditions of the system (9.1),
we have conducted some numerical computation using MATLAB by choosing the fol-
lowing set of parametric values:
r = 2.0, K(t) = 1000 + 0.01sin(πt/180), η = 0.15, ξ = 0.01, α = 0.1, µ1 = 1/20,
β1 = 0.0001, f1 = 0.3, γ1 = 3.0, µ2 = 50, µ3 = 1/65, f2 = 0.3, β2 = 0.003, ϵ = 1/45,
γ2 = 0.1,u1 = u2 = u3 = u4 = u5 = 0. For the above set of parametric values with dif-
ferent initial values such as (26, 730), (60, 750) and (65, 530) we draw the phase portrait
of the system (9.1) which is shown in Figure 9.3. From this figure, it is observed that all
the trajectories initiated from different initial values converge to the equilibrium point
(33.72, 651) which indicates that the endemic equilibrium point is stable.
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Without Control
In this section, we have explored some characteristics numerically for the following prob-
lems, regarding the stability conditions for the system (9.1).
Problem 1: In this problem, the following parametric values have been considered:
r = 1.0, K(t) = 100 + 0.08sin( π

180
t), η = 0.00021, ξ = 0.0001, α = 0.3, µ1 = 1/20,

β1 = 0.0001, f1 = 0.4, γ1 = 4.5, µ2 = 10, µ3 = 1/65, f2 = 0.4, β2 = 0.0003, ϵ = 1/45,
γ2 = 4.5.
For these parametric values the conditions stated in Theorem 9.2 are satisfied, so the
disease free solution around E0 of the system (9.1) will be locally asymptotically stable.
Again, using the above set of parametric values, we have R1

0 = 0.35 which is less than
one. Hence, this implies that disease tend to extinct which is also observed by Figure 9.4.

Problem 2: Again, in this problem it is considered that r = 0.6, K(t) = 1000 +
0.08sin( π

180
t), η = 0.0021, ξ = 0.001, α = 0.3, µ1 = 1/16, β1 = 0.01, f1 = 0.4, γ1 = 2.0,

µ2 = 20, µ3 = 1/65, f2 = 0.2, β2 = 0.003, ϵ = 1/30, γ2 = 0.5.

For the above parametric values, the reproduction number R1
0 is 1.11 which is grater

than one. So, the system (9.1) for such parameters is endemic according to Theorem
9.3 which is also depicted by Figure 9.5 where it has been shown that infected mosquito
population, infected reservoir population as well as infected human population do not
vanish as time increases. It is observed that ultimately these are going to the said en-
demic equilibrium point (45.83, 88.89, 643.2, 273.4, 1183.0, 516.6, 29.79, 620.6). Again, in
this numerical simulation, we have µ4 = 0.0035 which is grater than zero.
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Hence, according to discussion in Section 9.5, the endemic equilibrium point
(45.83, 88.89, 643.2, 273.4, 1183.0, 516.6, 29.79, 620.6) is also globally asymptotically sta-
ble.
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Figure 9.4: Represents disease free equilibrium point without control.
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Figure 9.5: Represents endemic equilibrium point without control.

185



CHAPTER 9. STABILITY AND BIFURCATION ANALYSIS OF JAPANESE
ENCEPHALITIS MODEL WITH / WITHOUT EFFECTS OF SOME CONTROL

PARAMETERS

With Control
Problem 3: Here the same set of parametric values has been considered in Problem 2.
including five control parameters such as: u1 = 0.5, u2 = 0.5, u3 = 0.5, u4 = 0.5, u5 = 0.5
with full effectiveness i.e., τ0 = τ1 = τ2 = τ3 = τ4 = τ5 = 1.0 in the system.
For the above set of parametric values, the system (9.1) is disease free since the repro-
duction number R1

0 = 0.1920 which is less than one. In Figure 9.6 it has been shown that
infected mosquito, infected reservoir and infected human vanish as t tends to infinity.
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Figure 9.6: Represents the mosquito and human populations with control R1
0 < 1.

Problem 4: For this problem parametric values have been considered as
r = 1.2, K(t) = 1000 + 0.08sin( π

180
t), η = 0.0021, ξ = 0.0001, α = 0.3, µ1 = 1/16,

β1 = 0.001, f1 = 0.4, γ1 = 4.5, µ2 = 150, µ3 = 1/65, f2 = 0.4, β2 = 0.0003, ϵ = 1/45,
γ2 = 4.5.
The above parametric values have been used to illustrate the effectiveness of all control
parameters on the system to reduce the infected humans from the Japanese Encephalitis
disease. Also different results have been given in Table 9.1 due to different combinations
of application of all control parameters.
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Table 9.1: Disease extinction or disease persistent

Effectiveness of controls Values of control parameters R1
0 Results

τ0 = 1.0 u1 = 1.0, u2 = u3 = u4 = u5 = 0.0 0.4522 Disease free

τ1 = 1.0 u2 = 1.0, u1 = u3 = u4 = u5 = 0.0 0.2173 Disease free

τ2 = 1.0 u3 = 1.0, u1 = u2 = u4 = u5 = 0.0 0.6229 Disease free

τ3 = 1.0 u4 = 1.0, u1 = u2 = u3 = u5 = 0.0 1.1077 Disease persist

τ4 = 1.0 u5 = 1.0, u1 = u2 = u3 = u4 = 0.0 1.1077 Disease persist

τ3 = 1.0, τ4 = 1.0 u4 = 1.0, u5 = 1.0, u1 = u2 = u3 = 0.0 1.1077 Disease persist

τ0 = τ3 = τ4 = 1.0 u1 = 1.0, u4 = 1.0, u5 = 1.0, u2 = u3 = 0.0 0.4522 Disease free

For the above set of parametric values from Table 9.1 the following observations have
been made:
(i) when the control combinations are (u4 = 1.0, u1 = u2 = u3 = u5 = 0.0), (u5 =
1.0, u1 = u2 = u3 = u4 = 0.0) and (u4 = 1.0, u5 = 1.0, u1 = u2 = u3 = 0.0), then the
values of R1

0 is grater than one for each such combination i.e., in these situations the
disease persists in the system. Therefore, we can say that

(a) the system remains endemic if only one of the following control parameters such
as use of vaccination to the susceptible human (u4) and treatment of the infected
human (u5) are used in the model.

(b) if we apply one or more control parameters such as u4, u5 and (u4, u5) in the model
then the system remains also endemic.

(ii) when the control combinations are (u1 = 1.0, u2 = u3 = u4 = u5 = 0.0), (u2 =
1.0, u1 = u3 = u4 = u5 = 0.0) and (u3 = 1.0, u1 = u2 = u4 = u5 = 0.0) then the values
of R1

0 is less than one i.e., in such situations the system becomes disease free. Since this
set of parametric values satisfies the Lemma 9.4.

So, from the above numerical simulations, it is concluded that the control parameters
u1, u2 and u3 are more effective than u4,u5 and (u4, u5).

The Figure 9.7 represents the value of the reproduction number with respect to the
control parameters u1, u2 and u3 for the parametric values used in Table 9.1. From this
figure it is concluded that the reproduction number (R1

0) is a decreasing function with
respect to the above mentioned parameters. Hence the Lemma 9.3 is also verified.
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With Hopf bifurcation of the System
In this section, environmental carrying capacity of mosquito population has been con-
sidered as a constant without any control parameter i.e., K(t) = a and u1 = u2 = u3 =
u4 = u5 = 0.

Problem 5: For this case the following parametric values have been considered as:
K = 5.0, ξ = 0.02, α = 0.2, µ1 = 0.1, f1 = 0.03, f2 = 0.04, γ1 = 0.1, µ2 = 100, µ3 = 0.2,
β2 = 0.03, ϵ = 0.002, γ2 = 0.2, N1 = 500.

For this parametric values, it is seen that our proposed system undergoes Hopf bifurca-
tion with respect to the parameter r (intrinsic growth rate of susceptible mosquito), η
(per capita contact rate of infected reservoirs with the susceptible mosquito population)
and β1 (per capita contact rate of infective mosquito with susceptible reservoir popula-
tion). If we change the value of r, η and β1 from 0.1 to 0.5, 0.02 to 0.08 and 0.05 to 0.08
then the Hopf bifurcation occurs which have been shown in Figure 9.8, Figure 9.9 and
Figure 9.10 respectively. It is clear from the bifurcation diagram that for lower values
of η(= 0.0242), β1(= 0.0638) and higher value of r(= 0.384) the our proposed system
remains stable but, above the threshold value of η(= 0.0242), β1(= 0.0638) and lower
values of r(= 0.384) our proposed system losses its stability and periodic solution arises
through Hopf bifurcation.
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Figure 9.8: Represents bifurcation diagram with respect to r.

Figure 9.9: Represents bifurcation diagram with respect to η.
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Figure 9.10: Represents bifurcation diagram with respect to β1.

9.7 Conclusion

In this concluding part we would like to mention that this Japanese Encephalitis model
has been derived depending on time dependent carrying capacity and some control pa-
rameters. The existence of local stability of disease free equilibria of the model has been
analyzed. The condition under which the global stability of endemic equilibria of the sys-
tem exist has been derived. Theoretically, we have found the required conditions under
which system will be disease free and disease persist along with numerical verification
also.

From the analysis of this model the following have been drawn

(i) The solutions of the system (9.1) are bounded if min{τ0u1 + τ1u2, α + τ1u2} > 0.

(ii) The basic reproduction number is a decreasing function with respect to u1, u2 and
u3 under some conditions.

(iii) Our proposed system can be disease free with the application of single control of
u1, u2 and u3 under some conditions.

(iv) It is also shown that if one control cannot make the system disease free then two
or three controls make the system disease free under some conditions.
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(v) The disease free solutions and endemic solutions of our proposed system will be
locally asymptotically stable and globally asymptotically stable under certain con-
ditions.

(vi) For a certain set of parametric values from the Table 9.1 it is concluded that any
one control among intermittent irrigation system (u1), use of pesticide to kill the
mosquito larvae (u2) and the application of vaccination on the reservoir population
(u3) make the system disease free.

(vii) Our proposed system in the absence of control parameters with constant environ-
mental carrying capacity of mosquito undergoes a Hopf bifurcation with respect to
some parameters. If we change the intrinsic growth rate of susceptible mosquito,
per capita contact rate of infected reservoirs with the susceptible mosquito popu-
lation and per capita contact rate of infective mosquito with susceptible reservoir
population, then a Hopf bifurcation occurs. Our study suggests that if the intrin-
sic growth rate of susceptible mosquito increases, the the system remains unstable
up to a threshold value r∗. But, the system becomes stable above that threshold
value. Similarly, if per capita contact rate of infected reservoirs with the suscepti-
ble mosquito population (η) and per capita contact rate of infective mosquito with
susceptible reservoir population (β1) increase, then our proposed system remains
stable up to a threshold value η∗ and β∗

1 respectively. But, the system becomes
unstable above that thresholds.
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Chapter 10

Summary and Future Research

Work

In this dissertation, some innovative Ecological and Epidemiological problems have been
considered and solved.

In Chapter 2, the first model of this thesis represents the dynamics of a prey-predator
model interacting among three species such as Phytoplankton, Zooplankton and Fish.
It is considered that the growth rate of Phytoplankton growth rate is logistic and it
produces some toxin which makes some death on Zooplankton population. Again, it is
also assumed that Zooplankton consumes only Phytoplankton and Fish consumes Phy-
toplankton as well as Zooplankton. The equilibrium points of our proposed system are
determined and the stability of this system have been discussed around these equilibrium
points. After that Hopf bifurcation analysis has been done with respect to the consump-
tion rate of Zooplankton (β) and releasing rate of toxin substances (ρ) produced by unit
biomass of Phytoplankton. Finally, sensitivity analysis on two critical parameters R0

and R1 involved in the stability of the equilibrium points are also carried out.

Chapter 3 also deals with a prey predator mathematical model where prey population
is divided into two subpopulations such as juvenile prey and adult prey. It is assumed
that the growth rate of the juvenile prey depends on the adult prey population and is
also assumed that juvenile prey becomes adult after staying sometimes on the juvenile
stage. In this model, it is considered that predator consumes both juvenile prey and
adult prey. An anti-predator behavior has been considered on adult prey population.
Due to this behavior, the adult prey makes a defense against the predator to save its
infants from predation making some deaths on the predator population. Then, different
equilibrium points are determined and stability of the system around these equilibrium
points has been done. Hopf bifurcation analysis has been carried out with respect to the
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anti predator behavior term (η). Comparison of results with and without anti predator
behavior has been resulted analytically as well as numerically.

In Chapter 4, the impacts of an additional food on a harvested three species prey
predator system have been analyzed. Among three species, one species is prey, other
two species are middle predator and top predator. Here, it is assumed that the middle
predator can consume only prey and the top predator can consume both prey and middle
predator. The harvesting of top predator is considered in this model. It is assumed that
some constant amount of additional food is to be supplied to the top predator popula-
tion. Due to this, the predation pressure on the prey and middle predator population
must decrease. Then, the different equilibrium points are determined and the stability
of the system around these equilibrium has been carried out. Hopf bifurcation analysis
have been investigated with respect to the consumption rate of prey to the top predator
(a3) and the harvesting effort (e). Finally, some numerical simulation has been presented
for better understanding the dynamics of the model.

In Chapter 5, the effects of additional food on a three species such as prey, predator
and super predator have been discussed. In this model, it is assumed that the predator
population only consumes the prey population and the super predator consumes only
predator. A constant rate of refuge has been considered on the predator population.
Also, harvesting on the super predator population has been considered. It is also as-
sumed that a constant amount of additional food be supplied to the super predator
population. Henceforth, the predator population is also benefited from this additional
food in a little amount. Then, Hopf bifurcation analysis has been done with respect to
the predation rate of predator to the super predator (a2). An optimal harvesting problem
has been formulated and solved by using Pontryagin’s maximum principle. The effects
on the the optimal harvesting rate have been shown with respect to the additional food.
Finally, some numerical results are given to substantiate our theoretical results.

In Chapter 6, a Cholera disease transmission model has been developed. In this model,
the total human population is divided into three subpopulations such as susceptible hu-
man, infected human and recovered human and total bacterial population has been di-
vided into three subpopulations such as hyper-infectious, low-infectious Vibrio Cholerae
and bacteriophage population. It is considered that the susceptible human becomes in-
fected by hyper-infectious and low-infectious Vibrio Cholerae. It is also assumed that
the hyper-infectious Vibrio Cholerae grows through infected human feces, vomiting etc.
and the growth of low-infectious Vibrio Cholerae depends on the hyper-infectious Vib-
rio Cholerae, because hyper-infectious becomes low-infectious after certain times. It is
considered that the bacteriophage reduces the density of both hyper-infectious and low-
infectious bacterium. Then determining the different equilibrium including disease free
and endemic, the stability of the system has been investigated. Here, the required condi-
tions for which the system will be disease free and disease persistent have been explored.
Finally, some numerical results are presented to validate our analytical findings.
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In Chapter 7, a Cholera disease transmission model has been developed considering
all parametric values in the model to be fuzzy uncertainty. Here, the model consists
of the interaction between human populations to be divided into three subpopulations
such as susceptible human, infected human and recovered human along with one bacterial
population i.e., Vibrio Cholerae in the environment. It is assumed that the susceptible
human becomes infected through food and drinking water contaminated by the Vibrio
Cholerae in the environment. The bacterium Vibrio Cholerae are released in the envi-
ronment through the feces and vomiting of an infected human. Then, a mathematical
model is formulated considering interactions among all populations and fuzziness of all
parameters. After that the disease free and endemic equilibrium points are determined
in the system along with the showing of the stability of the model. The change of equi-
librium points with the variation of uncertainty has been investigated. Different solution
graphs are given in the numerical section for better understanding the dynamics of our
proposed model.

In Chapter 8, a Malaria disease transmission model has been developed. Here, to-
tal mosquito population is divided into two subpopulations such as susceptible mosquito
and infected mosquito and also total human population is divided into three subpopu-
lations such as susceptible human, infected human and recovered human. It is assumed
that the growth rate of susceptible mosquito is logistic and susceptible mosquito becomes
infected through the bite of infected human. Again, the disease will be spread in the
human population when an infected mosquito bites a susceptible human. To eradicate
the Malaria disease from human population, three types of control parameters such as
bed-nets, insecticide spray and use of citronella plant based product have been consid-
ered. Again, it is considered that the disease transmission rate from human to mosquito
and mosquito to human are control parameters and time dependent. Here, death rate
of mosquito is depended on a control parameter. Then the disease free and endemic
equilibrium have been determined. The stability of the system around these equilib-
rium has been investigated. An optimal control problem of the Malaria disease has been
constructed and solved by Pontryagins maximum principle. The Hopf bifurcation has
been analyzed with respect to disease transmission rate from human to mosquito (α)
and recruitment rate of susceptible human (λ) for autonomous case of the system.

Chapter 9 discusses the derivation of the transmission of Japanese Encephalitis dis-
ease among mosquito, reservoir and human populations. The growth rate and carrying
capacity of mosquitoes have been considered as logistic and time dependent. It is as-
sumed that the susceptible mosquito becomes infected through the bite of it an infected
reservoir and then the susceptible human becomes infected through the bite of infected
mosquito. To eradicate the disease from human population, some control parameters
such as intermittent irrigation system, use of pesticide to kill the mosquito larvae, ap-
plication of vaccination on the reservoir, treatment of infected human and application of
vaccination to the human have been used. Then the stability of the system around dis-
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ease free and endemic equilibrium has been investigated. The Hopf bifurcation analysis
have been done with respect to growth rate of susceptible mosquito, per capita contact
rate of infected reservoirs with the susceptible mosquito and per capita contact rate of
infective mosquito with reservoir respectively. Finally, the numerical simulation has been
given to support our analytical results with the effectiveness of using different control
strategies.

Future Research Scope

Following modifications can be made in the models described in the thesis for future
extension: (i) In Model-2.1, the mathematical formulation is quite general and hence
the present models can be extended to include ratio dependent functional response, time
delay, harvesting on the fish species etc. (ii) Model- 3.1 can be extended to include
time delay, refuge, harvesting on the predator population etc. (iii) Model-4.4 can be
extended to include ratio dependent functional response, time delay, refuge, additional
food to both top predator, middle predator and prey etc. (iv) Model-5.1 can further
be extended in several ways like harvesting on both super predator and predator, time
delay, anti-predator behavior and others. (v) Model-6.1 can be extended by introducing
new factors which are responsible for disease transmission, suitable control strategies,
time delay on the Vibrio Cholerae in the bacterial population etc. (vi) Model-7.1 can
be extended by introducing optimal control, time delay, Holling type II or III type func-
tional response etc. (vii) Model-8.1 can be extended by consideration of some new type
of control strategies, time delay etc. (viii) Model-9.1 can further be extended in several
ways like optimal control, time delay, time dependent transmission rates etc.

198



Chapter 11

Bibliography

199



CHAPTER 11. BIBLIOGRAPHY

200



Bibliography

[1] Abdllaoui, A.E., Chattopadhyay, J. and Arino, O. (2002). Comparisons, by models,
of some basic mechanisms acting on the dynamics of the zooplankton toxic phyto-
plankton systems, Mathematical Models and Methods in Applied Sciences, 12(10),
1421− 1451.

[2] Abrams, P. and Matsuda, H. (1993). Effects of adaptive predator and anti-predator
behaviour in a two prey one predator system, Evolutionary Ecology, 7, 312− 326.

[3] Adams, M.H. (1959). Bacteriophages, Interscience, New York.

[4] Agusto, F.B., Del Valle Sara, Y., Blayneh, K.W., Ngonghala, C.N., Goncalves Maria,
J., Li, N., Zhao, R. and Gong, H. (2013). The impact of bed-net use on Malaria
prevalence, Journal of Theoretical Biology, 320, 58− 65.

[5] Al-Omari, J.F.M. (2015). The effect of state dependent delay and harvesting on a
stage-structured predator-prey model, Applied Mathematics and Computation, 271,
142− 153.

[6] Alam, M., Hasan, N.A., Sadique, A.K., Bhuiyan, N.A., Ahmed, K.U., Nusrin, S.,
Nair, G.B., Siddique, A.K., Sack, R.B., Sack, D.A., Huq, A. and Colwell, R.R. (2006).
Seasonal Cholera caused by vibrio cholerae serogroups O1 and O139 in the coastal
aquatic environment of Bangladesh, Applied and Environmental Microbiology, 72(6),
4096− 4104.

[7] Alexanderian, A., Gobbert, M.K., Fister, K.R., Gaff, H., Lenhart, S. and Schaefer,
E. (2011). An age-structured model for the spread of epidemic Cholera: analysis and
simulation, Nonlinear Analysis: Real World Applications, 12(6), 3483− 3498.

[8] Andersson, M. and Wiklund, C.G. (1978). Clumping versus spacing out: experiments
on nest predation in fieldfares (Turdus pilaris), Animal Behaviour, 26(4), 1207−1212.

[9] Andrews, J.R. and Basu, S. (2011). Transmission dynamics and control of Cholera
in haiti: an epidemic model, Lancet, 377(9773), 1248− 1255.

[10] Arditi, R. and Ginzburg, L.R. (1989). Coupling in predator-prey dynamics: ratio
dependence, Journal of Theoretical Biology, 139, 311− 326.

201



BIBLIOGRAPHY

[11] Arino, O., Abdllaoui, A., Mikram, J. and Chattopadhyay, J. (2004). Infection on
prey population may act as biological control in ratio-dependent predator-prey model,
Nonlinearity, 17, 1101− 1116.

[12] Aron, J. (1988). Mathematical modelling of immunity to Malaria, Mathematical
Biosciences, 90(1− 2), 385− 396.

[13] Aziz-Alaoui, M.A. (2002). Study of a Leslie-Gower-type tritrophic population model,
Chaos, Solitons & Fractals, 14(8), 1275− 1293.

[14] Aziz-Alaoui, M. and Okiye, M.D. (2003). Boundedness and global stability for a
predator-prey model with modified Leslie-Gower and Holling type II schemes, Ap-
plied Mathematics Letters, 16(7), 1069− 1075.

[15] Bacar, N. (2007). Approximation of the basic reproduction number R0 for vector-
borne diseases with a periodic vector population, Bulletin of Mathematical Biology,
69, 1067− 1091.

[16] Baek, H. (2010). A food chain system with Holling type IV functional response
and impulsive perturbations, Computers & Mathematics with Applications, 60(5),
1152− 1163.

[17] Bai, Z., Zhou, Y. and Zhang, T. (2011). Existence of multiple periodic solutions for
an SIR model with seasonality, Nonlinear Analysis: Theory, Methods & Applications,
74(11), 3548− 3555.

[18] Bailey, N.T.J. (1975). The mathematical theory of infectious disease and its appli-
cations, Charles Griffinand Company, London.

[19] Bandyopadhyay, M. and Chattopadhyay, J. (2005). Ratio-dependent predator-prey
model: effect of environmental fluctuation and stability, Nonlinearity, 18, 913− 936.

[20] Bandyopadhyay, B., Bhattacharyya, I., Adhikary, S., Mondal, S., Konar, J.,
Dawar, N., Biswas, A. and Bhattacharya, N. (2013). Incidence of Japanese
Encephalitis among acute encephalitis syndrome cases in West Bengal, India,
BioMed Research International, Volume 2013, Article ID 896749, 5 pages http :
//dx.doi.org/10.1155/2013/896749.

[21] Banerjee, M. (2010). Self-replication of spatial patterns in a ratio-dependent
predator-prey model, Mathematical and Computer Modelling, 51(1− 2), 44− 52.

[22] Bazykin, A., Khibnik, A. and Krauskopf, B. (1998). Nonlinear dynamics of inter-
acting populations, World Scientific Series on Nonlinear Science Series A, Volume
11.

[23] Beddington, J. R. (1975). Mutual interference between parasites or predators and
its effect on searching efficiency, Journal of Animal Ecology, 44(1), 331− 340.

202



BIBLIOGRAPHY

[24] Bernoulli, D. (1760). Essai d’une nouvelle analyse de la mortalite causee par la petite
verole et des avantages de l’inoculation pour la prevenir, Mmoires de mathmatiques
et de physique, Acadmie Royale Des Sciences (Paris), 1− 45.

[25] Berryman, A.A. (1992). The origin and evolution of predator prey theory, Ecology,
73(5), 1530− 1535.

[26] Bhattacharya, S., Martcheva, M. and Li, X. (2014). A predator prey disease model
with immune response in infected prey, Journal of Mathematical Analysis and Ap-
plications, 411(1), 297− 313.

[27] Birkoff, G. and Rota, G.C. (1982). Ordinary differential equations, Ginn, Boston.

[28] Bouma, M., Sondorp, H. and Kaay, H. (1994). Climate change and periodic epidemic
Malaria, The Lancet, 343(8910), 1440.

[29] Cai, L. and Li, X. (2010). Analysis of a simple vector-host epidemic model with
direct transmission, Discrete Dynamics in Nature and Society, 2010, 1− 12.

[30] Cai, Y., Zhao, C., Wang, W. and Wang, J. (2015). Dynamics of a Leslie-Gower
predator-prey model with additive Allee effect, Applied Mathematical Modelling,
39(7), 2092− 2106.

[31] Campbell, R.W., Hubbard, D.L. and Sloan, R.J. (1975). Location of gypsy moth
pupae and subsequent pupal survival in sparse, stable populations, Environmental
Entomology, 4(4), 597− 600.

[32] Capasso, V. and Paveri-Fontana, S.L. (1979). A mathematical model for the 1973
Cholera epidemic in the European Mediterranean region, Revue d’ Epidmiologie et
de Sant Publique, 27, 121− 132.

[33] Chakraborti, B.K., Si, K. and Chattopadhyay, D. (1996). Characterization of vibrio
cholerae EIT or typing phage D10, Journal of General Virology, 77, 2881− 2884.

[34] Chakraborty, S., Pal, S. and Bairagi, N. (2010). Dynamics of a ratio-dependent
eco-epidemiological system with prey harvesting, Nonlinear Analysis: Real World
Applications, 11(3), 1862− 1877.

[35] Chakraborty, K., Jana, S. and Kar, T.K. (2012). Effort dynamics of a delay-induced
prey-predator system with reserve, Nonlinear Dynamics, 70(3), 1805− 1829.

[36] Chakraborty, K., Jana, S. and Kar, T.K. (2012). Global dynamics and bifurcation in
a stage structured prey-predator fishery model with harvesting, Applied Mathematics
and Computation, 218(18), 9271− 9290.

[37] Chakraborty, K. and Das, S.S. (2014). Biological conservation of a prey-predator
system incorporating constant prey refuse through provision of alternative food to
predators: a theoretical study, Acta Biotheoretica, 62, 183− 205.

203



BIBLIOGRAPHY

[38] Chattopadhayay, J., Sarkar, R.R. and Mondal, S. (2002). Toxin producing plankton
may act as a biological control for planktonic bloom - field study and mathematical
modelling, Journal of Theoretical Biology, 215(3), 333− 344.

[39] Chattopadhyay, J. and Pal, S. (2002). Viral infection on phytoplankton zooplankton
system-A mathematical model, Ecological Modelling, 151(1), 15− 28.

[40] Chattopadhyay, J., Sarkar, R.R. and Pal, S. (2003). Dynamics of nutrient-
phytoplankton interaction in the presence of viral infection, Biosystems, 68(1), 5−17.

[41] Chattopadhyay, S., Kinchington, D. and Ghosh, R.K. (1987). Characterization of
vibrio eltor typing phages: properties of the eltor phage e4, Journal of General
Virology, 68, 1411− 1416.

[42] Chattopadhyay, J. (1996). Effects of toxic subtances on a two-species competitive
system, Ecological Modelling, 84, 287− 289.

[43] Chattrjee, A., Pal, S. and Chattrjee, S. (2011). Bottom up and top down effect on
toxin producing phytoplankton and its consequences on the formation of plankton
bloom, Applied Mathematics and Computation, 218(7), 3387− 3398 .

[44] Chaudhuri, K.S. and Ray, S.S. (1996). On the combined harvesting of a prey-
predator system, Journal of Biological Systems, 4(3), 373− 389.

[45] Chitnis, N., Cushing, J.M. and Hyman, J.M. (2006). Bifurcation analysis of a math-
ematical model for Malaria transmission, SIAM Journal on Applied Mathematics,
67(1), 24− 45.

[46] Chitnis, N., Schapria, A., Smith, T. and Steketee, R. (2010). Comparing the effec-
tivenss of Malaria vector-control interventions through a mathematical model, The
American Journal of Tropical Medicine and Hygiene, 83(2), 230− 240.

[47] Chitnis, N., Hardy, D. and Smith, T. (2012). A periodically-forced mathematical
model for the seasonal dynamics of Malaria in mosquitoes, Bulletin of Mathematical
Biology, 74(5), 1098− 1124.

[48] Choh, Y., Lgnacio, M., Sabelis, M.W. and Janssen, A. (2012). Predator prey role
reversals, juvenile experience and adult antipredator behaviour, Scientific Reports,
2, 728, DOI: 10.1038/srep00728.

[49] Clark, C.W. (1985). Bioeconomic modelling and fisheries management, Wiley, New
York.

[50] Clark, C.W. (1990). Mathematical bioeconomics: the optimal management of re-
newable resources, 2nd edn. Wiley, New York.

[51] Codeco, C.T. (2001). Endemic and epidemic dynamics of Cholera: the role of the
aqatic reservoir, BMC Infectious Diseases, 1(1).

204



BIBLIOGRAPHY

[52] Cooke, K.L. (1979). Stability analysis for a vector disease model, Rocky Mountain
Journal of Mathematics, 9, 31− 42.

[53] Craig, M., Snow, R. and Sueur, D. (1999). A climate based distribution model of
Malaria transmission in sub-saharan Africa, Trends in Parasitology, 15, 15− 111.

[54] Dai, G. and Tang, M. (1998). Coexistence region and global dynamics of a harvested
predator-prey system, SIAM Journal on Applied Mathematics, 58(1), 193− 210.

[55] Das U., Kar, T.K. and Pahari, U.K. (2013). Global dynamics of an exploited prey-
predator model with constant prey refuge, ISRN Biomathematics, Volume 2013,
Article ID 637640, 12 pages.

[56] DeAngalis, D.L. Goldstein, R.A. and O’Neill, R.V. (1975). A model for trophic
interaction, Ecology, 56(4), 881− 892.

[57] De Barros, L.C., Ferreira Leite, M.B. and Bassanezi, R.C. (2003). The SI epidemio-
logical models with a fuzzy transmission parameter, Computers & Mathematics with
Applications, 45(10− 11), 1619− 1628.

[58] Devi, S. (2013). Effects of prey refuge on a ratio-dependent predator-prey model
with stage-structure of prey population, Applied Mathematical Modelling, 37(6),
4337− 4349.

[59] Driessche, P. and Watmough, J. (2002). Reproduction numbers and subthreshold
endemic equilibria for compartmental models of disease transmission, Mathematical
Biosciences, 180, 29− 48.

[60] Dubosis, D. and Prade, H. (1980). Fuzzy sets and systems, theory and applications,
Academic Press Inc., New York.

[61] Dubosis, D. and Prade, H. (1983). Ranking fuzzy numbers in the setting of possi-
bility theory, Information Sciences, 30, 183− 224.

[62] Dubosis, D. and Prade, H. (1997). The three semantics of fuzzy sets, Fuzzy Sets
and Systems, 24, 279− 300.

[63] Duinker, J. and Wefer, G. (1994). Das CO2 und die rolle des ozeans, Naturwis-
senschahtn, 81, 237− 242.

[64] E Erlanger, T., Weiss, S., Keiser, J., Utzinger, J. and Wiedenmayer, K. (2009).
Past, present and future of Japanese Encephalitis, Emerging Infectious Diseases,
15(1), 1− 7.

[65] Emch, M., Feldacker, C., Islam, M.S. and Ali, M. (2008). Seasonality of Cholera
from 1974 to 2005: a review of global patterns, International Journal of Health
Geographics, 7, 31− 44.

205



BIBLIOGRAPHY

[66] Fan, Y.H. and Li, W.T. (2004). Permanence for a delayed discrete ratio-dependent
predator-prey system with Holling type functional response, Journal of Mathematical
Analysis and Applications, 299(2), 357− 374.

[67] Fan, M. and Kuang, Y. (2004). Dynamics of as non-autonomous predator-prey
system with the Beddington-DeAngelis functional response, Journal of Mathematical
Analysis and Applications, 295(1), 15− 39.

[68] Faria, T. and Magalhaes, L.T. (1995). Normal forms for retarded functional differ-
ential equations with parameters and applications to Hopf bifurcations, Journal of
Differential Equations, 122(2), 181− 200.

[69] Flaaten, O. (1991). Bioeconomics of sustainable harvest of competiing species, Jour-
nal of Environmental Economics and Management, 20(2), 163− 180.

[70] Flohic Le, G., Porphyre, V., Barbazan, P. and Gonzalez, J. P. (2013). Review of
climate, landscape, and viral genetics as drivers of the Japanese Encephalitis virus
ecology, PLOS Neglected Tropical Diseases, 7(9), 1− 7.

[71] Flores, J.D. and Gonzlez-Olivares, E. (2014). Dynamics of a predator-prey model
with Allee effect on prey and ratio-dependent functional response, Ecological Com-
plexity, 18, 59− 66.

[72] Freedman, H.I. (1980). Deterministic mathematical models in population ecology,
New York: M. Dekker.

[73] Freedman, H.I. and Waltman, P. (1984). Persistance in models of three interacting
predator-prey populations, Mathematical Biosciences, 68(2), 213− 231.

[74] Freedman, H.I. and So, J.W.H. (1985). Global stability persistence of simple food
chains, Mathematical Biosciences, 76(1), 69− 86.

[75] Freedman, H.I. and Mathsen, R.M. (1993). Persistence in predator-prey systems
with ratio-dependent predator influence, Bulletin of Mathematical Biology, 55(4),
817− 827.

[76] Freedman, H.I., Ruan, S. and Tang, M. (1994). Uniform persistence and flows near
a closed positively invariant set, Journal of Dynamics and Differential Equations,
6(4), 583− 600.

[77] Gakkhar, S. and Negi, K. (2006). A mathematical model for viral infection in toxin
producing phytoplankton and zooplankton system, Applied Mathematics and Com-
putation, 179(1), 301− 313.

[78] Gakkhar, S. and Singh, B. (2007). The dynamics of a food web consisting of two
preys and a harvesting predator, Chaos, Solitons & Fractals, 34(4), 1346− 1356.

206



BIBLIOGRAPHY

[79] Gakkhar, S. and Singh, A. (2012). Control of chaos due to additional predator in
the Hastings-Powel food chain model, Journal of Mathematical Analysis and Appli-
cations, 385(1), 423− 438.

[80] Gakkhar, S. and Gupta, K. (2016). A three species dynamical system involving prey-
predation, competition and commensalism, Applied Mathematics and Computation,
273, 54− 67.

[81] Gause, G.F. (1935). The strugle for existence, Williams and Wilkins, Baltimore.

[82] Gazi, N.H., Das, K., Mukandavire, Z., Chiyaka, C. and Das, P. (2010). A study of
Cholera model with environmental fluctuation, International Journal of Mathemati-
cal Models and Methods in Applied Sciences, 4(3), 150− 155.

[83] Govella Nicodem, J., Okumu Fredros, O. and Killen Gerry, F. (2010). Insecticide-
treated bed nets can reduce Malaria transmission by mosquito which feed outdoors,
The American Journal of Tropical Medicine and Hygiene, 82(3), 415− 419.

[84] Gromowski, G.D. (2014). Japanese Encephalitis virus vaccine candidates generated
bychimerization with dengue virus type 4, Vaccine, 32, 3010− 3018.

[85] Gunog, S. and DeAngelis Donald, L. (2011). A predator prey model with a Holling
type I functional response including a predator mutual interference, Journal of Non-
linear Science, 21(6), 811− 833.

[86] Gupta, R.P., Chandra, P. and Banerjee, M. (2015). Dynamical complexity of a
prey-predator model with nonlinear predator harvesting, Discrete and Continuous
Dynamical Systems Series B, 20(2), 423− 443.

[87] Guyatt, H.L., Kinnear, J., Burini, M. and Snow, R.W. (2002). A comparative cost
analysis of insecticide-treated nets and indoor residual spraying in highland Kenya,
Health Policy Plan, 17(2), 144− 153.

[88] Haiyin, L. and Takeuchi, Y. (2011). Dynamics of density dependent predator-
prey system with Bedington-DeAngalis functional response, Journal of Mathematical
Analysis and Applications, 374(2), 644− 654.

[89] Hannesson, R. (1983). Optimal harvesting of ecologically interdependent fish
species, Journal of Environmental Economics and Management, 10(4), 329− 345.

[90] Hartley, D.M., Morris, J.G. and Smith, D.L. (2006). Hperinfectivity: a critical
element in the ability of V.Cholerae to cause epidemics?, PLOS Medicine, 3(1),
63− 69.

[91] Hassard, B., Kazarinoff, D. and Wan, Y.H. (1981). Theory and application of Hopf-
bifurcation, CUP Arch.

207



BIBLIOGRAPHY

[92] Hastings, A. and Powell, T. (1991). Chaos in a three species food chain, Ecology,
72, 896− 903.

[93] Hetcote, H.W. (1973). Asymptotic behavior in a deterministic epidemic model, Bul-
letin of Mathematical Biology, 35, 607− 614.

[94] Hethcote, H.W. and Waltman, P. (1973). Optimal vaccination schedules in a deter-
ministic epidemic model, Mathematical Biosciences, 18(3− 4), 365− 382.

[95] Hethcote, H.W. (1976). Qualitative analysis of communicable disease models, Math-
ematical Biosciences, 28(3− 4), 335− 356.

[96] Hethcote, H.W. and Van den Driessche, P. (1991). Some epidemiological models
with nonlinear incidence, Journal of Mathematical Biology, 29(3), 271− 287.

[97] Hirsch, M.W. (1985). Systems of differential equations that are competitive or coop-
erative II: convergence almost everywhere, SIAM Journal on Mathematical Analysis,
16(3), 423− 439.

[98] Holling, C.S. (1959). Some characteristics of simple type of predation and para-
sitism1, The Canadian Entomologist, 91(7), 385− 398.

[99] Hove-Musekwa, S.D., Nyabadza, F., Chiyaka, C., Das, P., Tripathi, A. and Mukan-
davire, Z. (2011). Modelling and analysis of the effects of malnutrition in the spread
of Cholera, Mathematical and Computer Modelling, 53(9− 10), 1583− 1595.

[100] Huang, Y., Chen, F. and Zhong, L. (2006). Stability analysis of a prey-predator
model with Holling type III response function incorporating a prey refuge, Applied
Mathematics and Computation, 182(1), 672− 683.

[101] Huang, Q., Wang, H. and Lewis, M.A. (2015). The impact of environmental toxins
on predator-prey dynamics, Journal of Theoretical Biology, 378, 12− 30.

[102] Hugo, A., Massawe, E. S. and Makinde, O.D. (2012). An eco-epidemiological math-
ematical model with treatment and disease infection in both prey and predator pop-
ulation, Journal of Ecology and the Natural Environment, 4(10), 266− 279.

[103] Hutchison, G.E. (1961). The paradox of the plankton, The American Naturalist,
95(882), 137− 145.

[104] Huxel, G.R. and McCann, K. (1998). Food web stability: the influence of trophic
flows across habitants, The American Naturalist, 152(3), 460− 469.

[105] Islam, M.S., Draser, B.S. and Sack, R.B. (1994). Probable role of blue-green algae
in maintaining endemicity and seasonality of Cholera in Bangladesh: a hypothesis,
Journal of Diarrhoeal Diseases Research, 12(4), 245− 256.

208



BIBLIOGRAPHY

[106] Ives, A.R. and Dobson, A.P. (1987). Antipredator behavior and the population
dynamics of simple predator-prey systems, The American Naturalist, 130(3), 431−
447.

[107] Jana, S., Chakraborty, M., Chakraborty, K. and Kar, T.K. (2012). Global stabil-
ity and bifurcation of time delayed prey-predator system incorporating prey refuge,
Mathematics and Computers in Simulation, 85, 57− 77.

[108] Jana, S., Guria, S., Das, U., Kar, T.K. and Ghorai, A. (2015). Effect of harvesting
and infection on predator in a prey-predator system, Nonlinear Dynamics, 81(1),
917− 930.

[109] Janssen, A., Faraji, F., Van Der Hammen, T., Magalhaes, S. and Sabelis, M.W.
(2002). Interspecific infanticide deters predators, Ecology Letters, 5, 490− 494.

[110] Jensen, Mark A., Faruque, Shah M., Mekalanos, John J. and Levin, Bruce R.
(2006). Modeling the role of bacteriophage in the control of Cholera outbreak, Pro-
ceedings of the National Academy of Sciences USA, 103(12), 4652− 4657.

[111] Joshi, H.R. (2002). Optimal control of an HIV immunology model, Optimal Control
Applications and Methods, 23, 199− 213.

[112] Kar, T.K. and Chaudhuri, K.S. (2003). On non-selective harvesting of two compet-
ing fish species in the presence of toxicity, Ecological Modelling, 161(1−2), 125−137.

[113] Kar, T.K. (2006). Modelling and analysis of a harvested prey-predator system
incorporating a prey refuge, Journal of Computational and Applied Mathematics,
185(1), 19− 33.

[114] Kar, T.K. and Chakraborty, K. (2010). Effort dynamics in a prey-predator model
with harvesting, International Journal of Information and Systems Sciences, 6(3),
318− 332.

[115] Kar, T.K. and Ghosh, B. (2012). Sustainability and optimal control of an ex-
ploited prey predator system through provision of alternative food to the predator,
Biosystems, 109(2), 220− 232.

[116] Kar, T.K. and Jana, S. (2013). Application of three controls optimally in a vector-
borne disease - a mathematical study, Communications in Nonlinear Science and
Numerical Simulation, 18(10), 2868− 2884.

[117] Kar, T.K. and Chattopadhyay, S.K. (2010). A focus on long run sustainability of a
harvested prey predator system in the presence of alternative food, Comptes Rendus
Biologies, 333(11− 12), 841− 849.

209



BIBLIOGRAPHY

[118] Keiser, J., Maltese, Michael F., Erlangera, Tobias E., Bos, R., Tannera, M.,
Singerd, B.H. and Utzingera, J. (2005). Effect of irrigated rice agriculture on Japanese
Encephalitis, including challenges and opportunities for integrated vector manage-
ment, Acta Tropica, 95(1), 40− 57.

[119] Kermack, W.O. and McKendric, A.G. (1927). Contribution to the mathematical
theory of epidemics, Proceedings of the Royal Society of London Series A, 115(772),
700− 721.

[120] Koella, J.C. (1991). On the use of mathematical models of Malaria transmission,
Acta Tropica, 49(1), 1− 25.

[121] Krivan, V. (1998). Effects of optimal antipredator behavior of prey on predator-
prey dynamics: the role of refuges, Theoretical Population Biology, 53(2), 131− 142.

[122] Kster, W., Mllmann, C., Neuenfeldt, S., John, St., Plikshs, M. and Voss, R. (2001).
Developing Baltic cod recruitment models. I. resolving spatial and temporal dynamics
of spawning stock and recruitment for cod, herring, and sprat, Canadian Journal of
Fisheries and Aquatic Sciences, 58, 1516− 1533.

[123] Kuang, Y. and Beretta, E. (1998). Global quantiative analysis of a ratio-dependent
predator-prey system, Journal of Mathematical Biology, 36, 389− 406.

[124] Kumar, D. and Chakrabarty, S.P. (2015). A comparative study of bioeconomic
ratio-dependent predator-prey model with and without additional food to predators,
Nonlinear Dynamics, 80(1), 23− 38.

[125] Lakshminathan, V., Leela, S. and Mertynyuk, A.A. (1989). Stability Analysis of
nonlinear systems, Marcel Dekker Inc., New York and Basel.

[126] Lashari, A. and Zaman, G. (2012). Optimal control of a vector borne disease
with horizontal transmission, Nonlinear Analysis: Real World Applications, 13(1),
203− 212.

[127] Lenhart, S. and Workman, J.T. (2007). Optimal control applied to biological mod-
els, Mathematical and Computational Biology Series, Chapman & Hall/CRC.

[128] Letellier, C. and Aziz-Alaoui, M.A. (2002). Analysis of the dynamics of a realistic
ecological model, Chaos, Solitons & Fractals, 13(1), 95− 107.

[129] Levin, S.A. (1977). A more functional response to predator-prey stability, The
American Naturalist, 111(978), 381− 383.

[130] Li, Y. and Xiao, D. (2007). Bifurcations of a predator-prey system of Holling and
Leslie types, Chaos, Solitons & Fractals, 34(2), 606− 620.

[131] Li, M.Y. and Muldowney, J.S. (1996). A geometric approach to global stability
problems, SIAM Journal on Mathematical Analysis, 27(4), 1070− 1083.

210



BIBLIOGRAPHY

[132] Liao, S. and Wang, J. (2011). Stability analysis and application of a mathematical
Cholera model, Mathematical Biosciences and Engineering, 8(3), 733− 752.

[133] Lindahl, J.F., Stahl, K., Chirico, J., Boqvist, S., Thu, H.T.V. and Magnusson,
U. (2013). Circulation of Japanese Encephalitis virus in pigs and mosquito vectors
within Can Tho City, Vietnam, PLOS Neglected Tropical Diseases, 7(4), 1− 8.

[134] Lipp, E.K., Huq, A. and Colwell, R.R. (2002). Effects of global climate on infectious
disease: the Cholera model, Clinical Microbiology Reviews, 15(4), 757− 770.

[135] Liu, X. and Han, M. (2011). Chaos and Hopf bifurcation analysis for a two species
predator prey system with prey refuge and diffusion, Nonlinear Analysis: Real World
Applications, 12(2), 1047− 1061.

[136] Liu, W.M. (1994). Criterion of Hopf bifurcation without using eigenvalues, Journal
of Mathematical Analysis and Applications, 182(1), 250− 256.

[137] Liu, W., Fu, C. and Chen, B. (2011). Hopf bifurcation for a predator prey biological
economic system with Holling type II functional response, Journal of the Franklin
Institute, 348(6), 1114− 1127.

[138] Lotka, A.J. (1925). Elements of physical biology, Williams and Wilkins.

[139] Lotka, A.J. (1956). Elements of mathematical biology, New York: Dover Publica-
tions.

[140] Lou, Y. and Zhao, X. (2010). A climated-based Malaria transmission model with
structured vector population, SIAM Journal on Applied Mathematics, 70(6), 2023−
2044.

[141] Lou, Y. and Zhao, X.Q. (2011). Modelling Malaria control by introduction of
larvivorous fish, Bulletin of Mathematical Biology, 73(10), 2384− 2407.

[142] Lutambi, A.M., Penny, M.A., Smith, T. and Chitnis, N. (2013). Mathematical
modelling of mosquito dispersal in a heterogeneous environment, Mathematical Bio-
sciences, 241(2), 198− 216.

[143] Ma, Z., Wang, Y. and Jiang, G. (2012). Bifurcation analysis of a linear Hamiltonian
system with two kinds of impulsive control, Nonlinear Dynamics, 70(4), 2367−2374.

[144] MacArthur, R.H. and Wilson, E.O. (1967). The theory of island biogeography,
Princeton University Press, Princeton.

[145] Madhusudanan, V. and Vijaya, S. (2015). Impact of quadratic harvesting on prey-
predator model with Holling type II functional response, International Journal of
Applied Engineering Research, 10(24), 43953− 43959.

211



BIBLIOGRAPHY

[146] Makinde, O.D. (2007). Solving ratio-dependent predator-prey system with constant
effort harvesting using Adomain decomposition method, Applied Mathematics and
Computation, 187, 17− 22.

[147] Martens, W.J.M., Niessen, L.W., Rotmans, J., Jetten, T.H. and McMichael, A.J.
(1995). Potential impact of global climate change on Malaria risk, Environmental
Health Perspectives, 103(5), 458− 464.

[148] May, R.M. (1974). Stability and complexity in model ecosystems, Princeton Uni-
versity Press, NJ.

[149] May, R.M. and Leonard, W.J. (1975). Nonlinear aspects of competition between
three species, SIAM Journal on Applied Mathematics, 29(2), 243− 253.

[150] May, R.M. and Anderson, R.M. (1978). Regulation and stability of host-parasite
population interactions II: Destabilizing processes, Journal of Animal Ecology, 47(1),
248− 267.

[151] Maynard-Smith, J. (1978). Models in ecology, CUP Archive.

[152] McKendric, A.G. (1926). Applications of mathematics to medical problems, Pro-
ceedings of the Edinburgh Mathematical Society, 44, 98− 130.

[153] Miller Neilan, R.L., Schaefer, E., Gaff, H., Fister, K.R. and Lenhart, S. (2010).
Modelling optimal intervention strategies for Cholera, Bulletin of Mathematical Bi-
ology, 72(8), 2004− 2018.

[154] Misra, A.K. and Singh, V. (2012). A delay mathematical model for the spread and
control of water borne diseases, Journal of Theoretical Biology, 301, 49− 56.

[155] Mizukoshi, M.T., Barros, L.C. and Bassanezi, R.C. (2009). Stability of fuzzy dy-
namic systems, International Journal of Uncertainty, Fuzziness and Knowledge-Based
Systems, 17(1), 69− 84.

[156] Morozov, A.Y. (2010). Emergence of Holling type III zooplankton functional re-
sponse: bringing together field evidence and mathematical modelling, Journal of
Theoretical Biology, 265(1), 45− 54.

[157] Mukherjee, D. (2016). The effect of refuge and immigration in a predator-prey
system in the presence of a competitor for the prey, Nonlinear Analysis: Real World
Applications, 31, 277− 287.

[158] Mukhopadhyay, B.B., Tapaswi, P.K., Chatterjee, A. and Mukherjee, B. (1993). A
mathematical model for the occurence of Japanese Encephalititis, Mathematical and
Computer Modelling, 17(8), 99− 103.

212



BIBLIOGRAPHY

[159] Mukhopadhyay, B.B. and Tapaswi, P.K. (1994). An SIRS epidemic model of
Japanese Encephalitis, International Journal of Mathematics and Mathematical Sci-
ences, 17(2), 347− 356.

[160] Murray, J.D. (2002). Mathematical biology I. an introduction, Springer.

[161] Murray, J.D. (1989). Mathematical biology, Springer-Verlag, Berlin.

[162] Myerscough, M.R., Gray, B.F., Hogarth, W.L. and Norbury, J. (1992). An analysis
of an odninary differential equation model for a two-species predator-prey system
with harvesting and stocking, Journal of Mathematical Biology, 30(4), 389− 411.

[163] Nakata, Y. and Kuniya, T. (2010). Global dynamics of a class of SEIRS epidemic
models in a periodic environment, Journal of Mathematical Analysis and Applica-
tions, 363(1), 230− 237.

[164] Naresh, R. and Pandey, S. (2009). Modelling and analysis of the spread of Japanese
Encephalitis with environmental effects, Applications and Applied Mathematics,
4(1), 155− 175.

[165] Nelson, E.J., Harris, J.B., Morris, J.G. Jr., Calderwood, S.B. and Camilli, A.
(2009). Cholera transmission: the host, pathogen and bacteriophage dynamics, Na-
ture Reviews Microbiology, 7(10), 693− 702.

[166] Ngwa, G.A. and Shu, W.S. (2000). A mathematical model for endemic Malaria with
variable human and mosquito populations, Mathematical and Computer Modelling,
32(78), 747− 763.

[167] Oaten, A. and Murdoch, W. (1975). Functional response and stability in predator-
prey systems, The American Naturalist, 109(967), 289− 298.

[168] Odum, E.P. (1971). Fundamenals of Ecology, Saunders, Philadelphia.

[169] Pal, S., Chatterjee, S. and Chattopadhyay, J. (2007). Role of toxin for the occurence
and termination of plankton bloom, results drawn from field observations and a
mathematical model, Biosystems, 90(1), 87− 100.

[170] Pal, S., Chatterjee, S., Das, K. and Chattopadhyay, J. (2009). Role of competition
in phytoplankton population for the occurence and control of plankton bloom in the
presence of environmental fluctuations, Ecological Modelling, 220(2), 96− 110.

[171] Pal, N., Samanta, S. and Chattopadyay, J. (2014). Revisited Hastings and Powell
model with omnivory and predator switching, Chaos, Solitons & Fractals, 66, 58−73.

[172] Pal, D., Mahapatra, G.S. and Samanta, G.P. (2015). Stability and bionomic anal-
ysis of fuzzy parameter based prey-predator harvesting model using UFM, Nonlinear
Dynamics, 79(3), 1939− 1955.

213



BIBLIOGRAPHY

[173] Pal, P.J. and Mandal, P.K. (2014). Bifurcation analysis of a modified Leslie-Gower
predator-prey model with Beddington-DeAngelis functional response and strong
Allee effect, Mathematics and Computers in Simulation, 97, 123− 146.

[174] Panja, P. and Mondal, S.K. (2014). A mathematical study on the spread of Cholera,
South Asian Journal of Mathematics, 4(2), 69− 84.

[175] Panja, P. and Mondal, S.K. (2015). Stability analysis of coexistence of three species
prey-predator model, Nonlinear Dynamics, 81(1), 373− 382.

[176] Panja, P., Mondal, S.K. and Chattopadhyay, J. (2016). Dynamics of Cholera out-
break with bacteriophage and periodic rate of contact, International Journal of Dy-
namics and Control, 4(3), 284− 292.

[177] Pei, Y., Chen, L., Zhang, Q. and Li, C. (2005). Extintion and permanence of
one- prey multi-predators of Holling type II function response system with impulsive
biological control, Journal of Theoretical Biology, 235(4), 495− 503.

[178] Pei, Y., Zeng, G. and Chen, L. (2008). Species extinction and permanence in
a preypredator model with two-type functional responses and impulsive biological
control, Nonlinear Dynamics, 52(1), 71− 81.

[179] Peixoto, M., Barros, L.C. and Bassanezi, R.C. (2008). Predator-prey fuzzy model,
Ecological Modelling, 214(1), 39− 44.

[180] Peng, G., Jiang, Y. and Li, C. (2009). Bifurcations of a Holling type II predator
prey system with constant rate of harvesting, International Journal of Bifurcation
and Chaos, 19(8), 2499− 2514.

[181] Perko, L. (1996). Differential equations and dynamical systems, Springer, New
York.

[182] Polis, G.A., Myers, C.A. and Holt, R.D. (1989). The ecology and evaluation of
intraguild predation-potential competitors that eat each other. Annual Review of
Ecology and Systematics, 20, 297− 330.

[183] Pontryagin, L.S., Boltyanskii, V.G., Gamkrelidze, R.V. and Mishchenko, E.F.
(1962). The mathematical theory of optimal processes, Wiley, New York.

[184] Pradhan, T. and Chaudhuri, K.S. (1999). A dynamical reaction model of two
species fishery with taxation as a control instrument: a capital theoretic analysis,
Ecological Modelling, 121(1), 1− 16.

[185] Prasad, B.S.R.V., Banerjee, M. and Srinivasu, P.D.N. (2013). Dynamics of ad-
ditional food provided predator-prey system with mutually interfering predators,
Mathematical Biosciences, 246(1), 176− 190.

214



BIBLIOGRAPHY

[186] Puri, M. and Ralescu, D. (1983). Differentials of fuzzy functions, Journal of Math-
ematical Analysis and Applications, 91(2), 552− 558.

[187] Qu, Y. and Wei, J. (2007). Bifurcation analysis in a time-delay model for prey-
predator growth with stage-structure, Nonlinear Dynamics, 49(1), 285− 294.

[188] Ragozin, D.L. and Brown, G.J. (1985). Harvest policies and nonmarket valuation
in a predator-prey system, Journal of Environmental Economics and Management,
12(2), 55− 168.

[189] Ramao-Jiliberto, R., Frodden, E. and Aranguiz-Acuna, A. (2007). Pre-encounter
versus post-encounter inducible defenses in predator-prey systems, Ecological Mod-
elling, 200(1− 2), 99− 108.

[190] Rehman, J.U., Ali, A. and Khan, I.A. (2014). Plant based products: use and
development as repellents against mosquitoes: a review, Fitoterapia, 95, 65− 74.

[191] Rosenzweig, M.L. and MacArthur, R.H. (1963). Graphical representation and sta-
bility conditions of predator-prey interactions, The American Naturalist, 97(895),
209− 223.

[192] Ross, R. (1911). The prevention of Malaria, 2nd Edn., John Murray, London.

[193] Ruan, S. and Xiao, D. (2000). Global analysis in a predator-prey system with
nonmonotonic functional response, SIAM Journal on Applied Mathematics, 61(4),
1445− 1472.

[194] Ruan, S., Ardito, A., Ricciardi, P. and DeAngalis, D.L. (2007). Coexistence in
competition models with density dependent mortality, Comptes Rendus Biologies,
330(12), 845− 854.

[195] Ruxton, G.D. (1995). Short term refuge use and stability of predator-prey models,
Theoretical Population Biology, 47(1), 1− 17.

[196] Saha, T. and Bandyopadhyay, M. (2009). Dynamical analysis of toxin producing
phytoplankton-zooplankton interactions, Nonlinear Analysis: Real World Applica-
tions, 10(1), 314− 332.

[197] Sahoo, B. and Poria, S. (2013). Disease control in a food chain model supplying
alternative food, Applied Mathematical Modelling, 37(8), 5653− 5663.

[198] Sahoo, B. and Poria, S. (2014). The chaos and control of a food chain model
supplying additional food to top-predator, Chaos, Solitons & Fractals, 58, 52− 64.

[199] Sahoo, B. and Poria, S. (2015). Effects of additional food in a delayed predator
prey model, Mathematical Biosciences, 261, 62− 73.

215



BIBLIOGRAPHY

[200] Sahoo, B. and Poria, S. (2014). Effects of supplying alternative food in a predator-
prey model with harvesting, Applied Mathematics and Computation, 234, 150−166.

[201] Sahoo, B. and Poria, S. (2014). Effects of additional food on an ecoepidemic model
with time delay on infection, Applied Mathematics and Computation, 245, 17− 35.

[202] Saker, S.H. (2010). Stability and Hobf bifurcation of nonlinear delay Malaria epi-
demic model, Nonlinear Analysis: Real World Applications, 11(2), 784− 799.

[203] Sakulku, U., Nuchuchua, O., Uawongyart, N., Puttipipatkhachorn, S., Soottitanta-
wat, A. and Ruktanonchai, U. (2009) . Characterization and mosquito repellent ac-
tivity of citronella oil nanoemulsion, International Journal of Pharmaceutics, 372(12),
105− 111.

[204] Samanta, S., Mandal, A.K., Kundu, K. and Chattopadhyay, J. (2014). Control
of disease in prey population by supplying alternative food to predator, Journal of
Biological Systems, 22(4), 677− 690.

[205] Samayda, T. (1997). What is a bloom?, A commentary, Limnology and Oceonog-
raphy, 42(5), 1132− 1136.

[206] Sardar, T., Mukhopadhyay, S., Bhoumik, A.R. and Chattopadhyay, J. (2013). An
optimal cost effectiveness study on Zimbabwe Cholera seasonal data from 2008−2011,
Plose One, 8(12), 1− 18.

[207] Sarkar, R.R. and Chattopadhyay, J. (2003). The role of environmental stochastic-
ity in a toxin phytoplankton-non-toxic phytoplankton zooplankton system, Environ-
metrics, 14(8), 775− 792.

[208] Sarwardi, S., Mandal, P.K. and Ray, S. (2012). Analysis of a competitive prey-
predator system with a prey refuge, Biosystems, 110(3), 133− 148.

[209] Sarwardi, S., Mandal, P.K. and Ray, S. (2013). Dynamical behaviour of a two-
predator model with prey refuge, Journal of Biological Physics, 39(4), 701− 722.

[210] Seikkala, S. (1987). On the fuzzy initial value problem, Fuzzy Sets and Systems,
24(3), 309− 330.

[211] Sen, M., Srinivasu, P.D.N. and Banerjee, M. (2015). Global dynamics of an addi-
tional food provided predator-prey system with constant harvest in predators, Ap-
plied Mathematics and Computation, 250, 193− 211.

[212] Sengupta, N. and Basu, A. (2013). Japanese Encephalitis virus infection: effect on
brain development and repair, Current Science, 105(6), 815− 820.

[213] Sharma, J., Baruah, M.Kr., Pathak, A., Khan, S.A. and Dutta, P. (2014). Epi-
demiology of Japanese Encephalitis cases in Dhemaji district of Assam, India, Annals
of Biological Research, 5(1), 50− 54.

216



BIBLIOGRAPHY

[214] Sharma, S. and Samanta, G.P. (2015). A Leslie-Gower predator-prey model with
disease in prey incorporating a prey refuge, Chaos, Solitons & Fractals, 70(1), 69−84.

[215] Sih, A. (1987). Prey refuges and predator-prey stability, Theoretical Population
Biology, 31(1), 1− 12.

[216] Sih, A., Petranka, J.W. and Kats, L.B. (1988). The dynamics of prey refuge use:
a model and tests with sunfish and salamander larvae, The American Naturalist,
132(4), 463− 483.

[217] Singer, B. and Cohen, J.E. (1980). Estimating Malaria incidence and recovery rates
from panel surveys, Mathematical Biosciences, 49(34), 273− 305.

[218] Singh, S., Chandra, P. and Shukla, J.B. (2003). Modeling and analysis of the
spread of carrier dependent infectious diseases with environmental effects, Journal of
Biological Systems, 11(3), 325− 335.

[219] Singh, S., Shukla, J.B. and Chandra, P. (2005). Modelling and analysis the spread
of Malaria: environmental and ecological effects, Journal of Biological Systems, 13(1),
1− 11.

[220] Singh, N., Shukla, M.M., Mishra, A.K., Singh, M.P., Paliwal, J.C. and Dash, A.P.
(2006). Malaria control using indoor residual spraying and larvivorous fish: a case
study in Betul, central India, Tropical Medicine and International Health, 11(10),
1512− 1520.

[221] Singh, A., Saxena, S.K., Srivastava, A.K. and Mathur, A. (2012). Japanese En-
cephalitis: a persistent threat, Proceedings of the National Academy of Sciences,
India Section B: Biological Sciences, 82(1), 55− 68.

[222] Smith, H.L. and Waltman, P. (1995). The theory of the chemostat: dynamics of
microbial competition, Cambridge Univ Press, Cambridge (England).

[223] Srinivasu, P.D.N., Prasad, B.S.R.V. and Venkatesulu, M. (2007). Biological control
through provision of additional food to predators: A theoretical study, Theoretical
Population Biology, 72(1), 111− 120.

[224] Srinivasu, P.D.N. and Prasad, B.S.R.V. (2010). Erratum to time optimal control of
an additional food provided predator-prey system with applications to pest manage-
ment and biological conservation, Journal of Mathematical Biology, 61(2), 319−321.

[225] Stanford, C.B. (1995). The influence of chimpanzee predation on group size and
anti-predator behavior in red colobus monkeys, Animal Behaviour, 49(3), 577− 587.

[226] Steele, J.H. and Henderson, E.W. (1981). A simple plankton model, The American
Naturalist, 117(5), 676− 691.

217



BIBLIOGRAPHY

[227] Steele, J.H. and Henderson, E.W. (1992). The role of predation in plankton models,
Journal of Plankton Research, 14(1), 157− 172.

[228] Stone, L. and Hart, D. (1999). Effects of immigration on the dynamics of simple
population models, Theoretical Population Biology, 55(3), 227− 234.

[229] Swaroop, S. (1949). Forecasting of epidemic Malaria in the Punjab, India, The
American Journal of Tropical Medicine and Hygiene, 29(1), 1− 17.

[230] Tang, B. and Xiao, Y. (2015). Bifurcation analysis of a predator-prey model with
anti-predator behaviour, Chaos, Solitons & Fractals, 70, 5868.

[231] Tang, H. and Liu, Z. (2016). Hopf bifurcation for a predator-prey model with age
structure, Applied Mathematical Modelling, 40(2), 726− 737.

[232] Tapaswi, P.K., Ghosh, A.K. and Mukhopadhyay, B.B. (1995). Transmission of
Japanese Encephalitis in a 3-population model, Ecological Modelling, 83(3), 295 −
309.

[233] Teng, Z., Liu, Y. and Zhang, L. (2008). Persistence and extinction of disease in
non-autonomous SIRS epidemic models with disease-induced mortality, Nonlinear
Analysis: Theory, Methods & Applications, 69(8), 2599− 2614.

[234] Tewa, J.J., Djeumen, V.Y. and Bowong, S. (2013). Predator-prey model with
Holling response function of type II and SIS infectious disease, Applied Mathematical
Modelling, 37(7), 4825− 4841.

[235] Thenmozhi, V. (2014). A first note on Japanese Encephalitis virus isolation
from Culex quinquefasciatus say in Northern West Bengal, International Journal
of Mosquito Research, 1(1), 1− 4.

[236] Thieme, H.R. (1992). Convergence results and a Poincare-Bendixon trichotomy for
asymptotically autonomous differential equations, Journal of Mathematical Biology,
30(7), 755− 763.

[237] Thom, R.C.A., Yang, H.M. and Esteva, L. (2010). Optimal control of Aedes aegypti
mosquitoes by the sterile insect technique and insecticide, Mathematical Biosciences,
223(1), 12− 23.

[238] Tripathi, J.P., Tyagi, S. and Abbas, S. (2016). Global analysis of a delayed density
dependent predator-prey model with crowley-martin functional response, Communi-
cations in Nonlinear Science and Numerical Simulation, 30(1− 3), 45− 69.

[239] Upadhay, R.K. and Naji, R.K. (2009). Dynamics of three species food chain model
with Crowley-Martin type functional response, Chaos, Solitons & Fractals, 42(3),
1337− 1346.

218



BIBLIOGRAPHY

[240] Upadhyayula, S.M., Rao, M.S., Nayanoori, H.K., Natarajan, A. and Goswami, P.
(2012). Impact of weather variables on mosquitoes infected with Japanese Encephali-
tis virus in Kurnool district, Andhra Pradesh, Asian Pacific Journal of Tropical
Medicine, 5(5), 337− 341.

[241] Vankatsubramaninan, V., Schattler, H. and Zaborszky, J. (1995). Local bifurca-
tion and feasibility regions in differential-algebraic systems, IEEE Transactions on
Automatic Control, 40(12), 1992− 2013.

[242] Volterra, V. (1926). Variazioni e fluttuazioni del numero dindividui in specie an-
imali conviventi, Memoria della Reale Accademia Nazionale dei Lincei. Ser. VI, 2,
31− 113.

[243] Wang, W.D. (2006). Backward bifurcation of an epidemic model with treatment,
Mathematical Biosciences, 201(1− 2), 58− 71.

[244] Wang, W. and Zhao, X.Q. (2008). Threshold dynamics for compartmental epidemic
models in periodic environments, Journal of Dynamics and Differential Equations,
20(3), 699− 717.

[245] Wang, J. and Jiang, W. (2012). Bifurcation and chaos of a delayed predator-prey
model with dormancy of predators, Nonlinear Dynamics, 69(4), 1541− 1558.

[246] Wang, L., Teng, Z. and Zhang, T. (2013). Threshold dynamics of a Malaria trans-
mission model in periodic environment, Communications in Nonlinear Science and
Numerical Simulation, 18(5), 1288− 1303.

[247] Wang, X. andWang, J. (2015). Analysis of Cholera epidemics with bacterial growth
and spatial movement, Journal of Biological Dynamics, 9, 233− 261.

[248] Wang, X., Gao, D. and Wang, J. (2015). Influence of human behavior on Cholera
dynamics, Mathematical Biosciences, 267, 41− 52.

[249] Wei, H.M., Li, X.Z. and Martcheva, M. (2008). An epidemic model of a vector-
borne disease with direct transmission and time delay, Journal of Mathematical Anal-
ysis and Applications, 342(2), 895− 908.

[250] Wei, F. and Fu, Q. (2016). Hopf bifurcation and stability for predatorprey systems
with Beddington-DeAngelis type functional response and stage structure for prey
incorporating refuge, Applied Mathematical Modelling, 40, 126− 134.

[251] Wyse Ana, P., Bevilacqua, L. and Rafikovd, M. (2007). Simulating Malaria model
for different treatment intensities in a variable environment, Ecological Modelling,
206(3− 4), 322− 330.

[252] Xiao, D. and Jennings, L. (2005). Bifurcation of a ratio dependent predator prey
system with constant rate of harvesting, SIAM Journal on Applied Mathematics,
65(3), 737− 753.

219



BIBLIOGRAPHY

[253] Xiao, D., Li, W. and Han, W. (2006). Dynamics in a ratio dependent predator prey
model with predator harvesting, Journal of Mathematical Analysis and Applications,
324(1), 4− 29.

[254] Xu, C. and Li, P. (2015). Oscillations for a delayed predator-prey model with
Hassell-Varley-type functional response, Comptes Rendus Biologies, 338(4), 227 −
240.

[255] Yang, H. and Jia, J. (2016). Harvesting of a predator-prey model with reserve
area for prey and in the presence of toxicity, Journal of Applied Mathematics and
Computing, 1− 16, DOI: 10.1007/s12190− 016− 0989− 8.

[256] Yu, S. (2014). Global stability of a modified leslie-gower model with Beddington-
DeAngalis functional response, Advances in Difference Equations, 2014, DOI:
10.1186/1687− 1847− 2014− 84.

[257] Yunfei, L., Yongzhen, P., Shujing, G., and Changruo, L. (2010). Harvesting of
a phytoplankton-zooplankton model, Nonlinear Analysis: Real World Applications,
11(5), 3608− 3619.

[258] Zadeh, L.A. (1965). Fuzzy sets, Information and Control, 8(3), 338− 353.

[259] Zhang, F. and Zhao, X.Q. (2007). A periodic epidemic model in a patchy environ-
ment, Journal of Mathematical Analysis and Applications, 325(1), 496− 516.

[260] Zhang, J.F. (2012). Bifurcation analysis of a modified Holling-Tanner predator-
prey model with time delay, Applied Mathematical Modelling, 36(3), 1219− 1231.

[261] Zhang, X., Huang, Y. and Weng P. (2014). Permanence and stability of a diffu-
sive predator-prey model with disease in the prey, Computers & Mathematics with
Applications, 68(10), 1431− 1445.

[262] Zhao, X.Q. (2003). Dynamical systems in population biology, Vol. 16; Springer-
Verlag, Canadian Mathematical Soceity.

[263] Zhao, X., Gui, J. and Zhang, Z. (2012). Global results for a Cholera model with
imperfect vaccination, Journal of the Franklin Institute, 349(3), 770− 791.

[264] Zhou, X. and Cui, J. (2013). Threshold dynamics for a Cholera epidemic model
with periodic transmission rate, Applied Mathematical Modelling, 37(5), 3093−3101.

[265] Zimmerman, H.J. (1987). Fuzzy sets, decision-making and expert system, Kluwwer
Academic Publishers, Boston.

220


