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ABSTRACT

Communication through data hiding is an important and demanding issues for many

applications. The important parameters to measure the performance of data hiding

schemes are imperceptibility, data hiding capacity and robustness which are inversely

proportional to each others. So, there is a challenge to design some innovative data

hiding techniques and solved while maintaining the tradeoff among these three parame-

ters. After extraction the secret message from the stego media, the recovery of original

image is also demanding issues in several human centric application areas. Many data

hiding techniques are developed since last decades which have either limited embedding

capacity and/or lower visual quality.

In the light of this discussion, some innovative secured data hiding schemes have

been proposed to maintain a perfect balance of these important components of data

hiding schemes that is payload, imperceptibility and robustness. Some new data hiding

methods are designed and solved using Hamming code, Pixel Value Difference (PVD),

Difference Expansion (DE), Exploiting Modification Direction (EMD) and Weighted

Matrix based techniques.

In this thesis, two partial reversible data hiding schemes have been designed through

error creation using Hamming code. Reversibility has been achieved using dual image

but data hiding capacity is limited. To improve the embedding capacity, three new

reversible data hiding techniques are designed and solved using PVD, DE and EMD

methods. The maximum embedding capacity of these suggested methods is 2.15 bits

per pixel (bpp) with moderate visual quality.

Again to improve the data hiding capacity while maintaining good visual quality,

three more new data hiding techniques are introduced and solved using weighted ma-



trix. In these schemes, data hiding capacity has been achieved finally at 3.46 bpp

with visual quality measured by Peak Signal to Noise Ratio (PSNR) is 35.39 dB. Dual

image and image interpolation techniques accelerate the data hiding capacity, visual

quality and security of proposed data hiding schemes. To enhance the security of

these schemes, shared secret key has been introduced. All these schemes are compared

with the state-of-the-art methods and observed a considerable improvement in terms

of visual quality as well as capacity. Development of some new innovative data hiding

methods are not enough, but their security analysis is paramount important. So, these

suggested methods are analyzed through some standard steganalysis and tested under

some known steganographic attacks. We observed that all these proposed schemes are

robust against several steganographic attacks.
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Introduction 1.1 Introduction

1.1 Introduction

Data hiding is the art and science of data smuggling that communicates information by con-

cealing secret message through innocuous cover media such as images, audio signals, videos,

documents and so on. Various kinds of multimedia objects can be used as cover media to hide

the existence of secret information from an eavesdropper, but digital images are the most com-

monly used media because they are ubiquitous and moreover, images speak more than words.

Due to the higher degree of distortion tolerance with a larger hiding capability, digital images

are being used as cover media in data hiding applications for the past few decades.

Now-a-days, data hiding provide secured and private communication that becomes the es-

sential requirement of various types of applications. Data hiding plays an important role in

multimedia security. It is useful in various purposes such as copyright protection, covert com-

munication, content authentication, forensic tracking, tamper detection and many other human

centered approaches. It consists of several branches such as Steganography, Watermarking, Se-

cret Sharing, Visual Cryptography etc. Steganography and Watermarking are two main research

areas in data hiding. These two approaches conceal secret information within cover media by

changing some of its attributes, but they have still some properties distinguishable from each

other. In Steganography, embed messages are hard to reveal by an adversary, but in Watermark-

ing it may not always be true. The main intention is to concentrate on precluding the adversary

from moving out the content of the confidential messages by applying a variety of distortion

techniques. Some data hiding schemes proposed in this research work are classified in the cate-

gory of Steganography through gray scale digital image as per their degree of redundancy. The

objective of Steganography are quite different from Cryptography. The cryptographic schemes

scramble secret messages so that if intercepted, messages cannot be understood but Steganog-

raphy camouflages the messages to hide its existence and makes it seem almost invisible. An

encrypted message may draw suspicion while an invisible message will not.

Depending on the manner of data embedding, current data hiding algorithms can be grouped

into three domains: spatial, frequency and compress domains. Each domain has its own ad-

vantage and disadvantage with regard to hiding capacity, execution time and storage space.

Whereas, algorithms in spatial domain embed secret messages by directly manipulating the im-
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age pixel values. However, algorithms in the frequency domain first transform the input image

into frequency coefficients. Then the secret message is embedded by coefficient modifications.

Algorithms in the compress domain adopt the image representation by a series of compress

code as their embedding media. Data embedding is accomplished by modifying the compress

code. Transform domain methods are more robust compared to spatial domain methods.

Sometimes, after extracting secret data from the cover media, recovery of cover image is es-

sential in some applications such as remote sensing, military application, medical image shar-

ing, multimedia archive management etc. According to whether the cover image pixels can be

recovered or not after data extraction, current data hiding schemes are classified into two cat-

egories: reversible and irreversible. The scheme of reversible data hiding usually exploits the

techniques of histogram shifting, prediction error, and difference expansion etc. On the other

hand, irreversible data hiding schemes such as data hiding using Pixel Value Difference (PVD),

Exploits Modification Direction (EMD), Weighted Matrix (WM) often have greater data hiding

capacities, but the modification caused by data embedding are not invertible. In addition to this,

dual image based data hiding techniques are often being used recently. During data embedding,

dual image based techniques can generate two similar copies stego-image from the cover image

to increase data embedding capacity and enhance security. It is hard for an adversary to extract

the hidden content without simultaneous two stego-images. This concept is talked about as a

particular case of secret sharing.

However, communication through data hiding usually puts stress on simply finding the pres-

ence of a secret message. Thus, the imperceptibility becomes the most significant place for the

data hiding schemes. For sophisticated data hiding strategies, it has been proven in practice

that one efficient style of increasing security is to reduce the number of changes that is inserted

into the cover media. A high embedding efficiency becomes the principal aim to accomplish

for the current data hiding schemes by substituting the payload. The goal of data hiding is to

ensure embedded data extraction and original cover image reconstruction. The performance of

a reversible data hiding schemes are evaluated by three aspects: embedding capacity (payload),

visual quality (measured by PSNR) and computational complexity. For a desired capacity, one

expects to minimize the distortion and meanwhile keep computational complexity as low as
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possible. To get high capacity, repeated embedding process may applied, leading to rapid de-

crease of visual quality and increase of computational complexity. The key factors of secured

hidden data communications are high security, high embedding capacity and good impercepti-

bility. Each of these requirements occupies each corner of a triangle in a data hiding system and

there is always a trade-off between these contradictory requirements.

Imperceptibility: The first and foremost requirement of any data hiding algorithm is the im-

perceptibility. The embedded secret data within cover image should not cause any degra-

dation in visual quality. The secret message should remain invisible, it should not be

detectable to the human eyes and there should not be any visual distortion within stego-

image so that it remains unsusceptible and unsafe. Higher the stego-image quality, more

invisible the hidden message which can be measured through PSNR. A higher PSNR

value means a lower degree of distortion.

Payload: The amount of inserted information within stego-image is considered as payload.

The payload should be higher as much as possible with an acceptable resultant stego

quality. It is measured by some absolute value or relative measurement (bits per pixel) or

data embedding rate. The importance of data hiding schemes are based on the tradeoff

between payload or data hiding capacity and stego-image quality. So, a scheme does

have its contribution to the field of research if it increases the payload while maintaining

an acceptable quality of stego-image or improves image quality while keeping the hiding

capacity at the same level or better.

Robustness:Robustness is the level of difficulty required by an eavesdropper to decide whether

an image contains hidden message(s) or not. An effective data hiding scheme would be

the one where an image can sustain under steganographic attack that may prove inconclu-

sive. Statistical analysis is the practice of detecting hidden information through applying

statistical tests on stego image.

Stanley [56] suggests that another important property of data hiding is speed or time complexity

where information should be embedded as quickly as possible. However, it is not feasible that

any data hiding algorithm should sacrifice above mentioned criteria to embed information in a

timely manner.
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In recent years, the demand of efficient secured high capacity data communication through

data hiding is increasing. To accomplish good quality stego with high payload and robustness, is

a challenging problem to the researchers. After extracting the confidential message from stego

media, the demand of image reversibility without any distortion goes high. In this light, it is

necessary to investigate reversible data hiding approaches which enhance security and improve

embedding capacity. However, data hiding is a double-edged sword since terrorist and illegal

organizations may use it to undermine social stability, endanger public safety and engage in

criminal activities. Thus security analysis (steganalysis) plays an important role as counter pro-

cess of data hiding. Fridrich et al. [15] suggest that the power to discover secret information in

stego images is associated with the data length. This means that a short message hiding within

a big size carrier will result in a little amount of distortion and hence this is practically hard to

distinguish any hidden content within stego media. It is obvious that every data hiding scheme

may cause undesirable artifacts in the resulted stego image which is used as a tool to detect

and estimate the length of secret message through security analysis. The steganalysis falls into

two broad categories: specific or targeted and universal. Specific steganalysis can reveal the

secret message, but it is hard to know which data hiding methods were used to generate stego

images. While the latter, also called blind steganalysis, is more attractive in practical applica-

tion, because it can detect the secret message independent of the data hiding algorithms. Blind

security analysis is a critical task than targeted analysis because the analyst does not know how

secret message can be embedded. In this case, the analyst develop an algorithm for checking

marks of tampering found within the suspected media which contains secret messages. Fridrich

et al. [16] developed an authentic and exact method called Regular Singular (RS) analysis for

detecting the Least Significant Bit (LSB) embedding within the image.

In this thesis, some new innovative reversible data hiding techniques have been designed

using dual image and implemented. Design of any security scheme is not enough, but their

security guarantee is of paramount impermanence. If the detection of secret information within

a media is made by an eavesdropper then the data hiding scheme will fail.
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1.2 Literature Review

Brief review of some existing data hiding schemes have been described below:

1.2.1 Brief review of data hiding through Hamming code

Hamming [21] devised a sophisticated pattern of parity checking code that could correct single

error along with the detection of double errors. Crandall [12] first pointed out that embedding ef-

ficiency could be improved by coding methods and suggested the matrix coding. Westfeld [67]

introduced data hiding techniques through matrix encoding using Hamming code. Tseng et

al. [64] proposed data hiding scheme by taking into consideration the quality of image after

data hiding. It ensured that any bit that is modified in the host image is adjacent to another

bit which has a value equal to the former’s new value. Willems and Dijk [68] suggested that

the embedding code based on the ternary Hamming code and ternary Golay code is optimum

in a sense that they achieve the smallest possible distortion. Then Fridrich and Soukal [19]

presented a data hiding scheme using matrix embedding that is efficient for embedding mes-

sages. This scheme is based on random linear code of small dimension which provides good

embedding efficiency, where the relative payload is above 0.9 bits per pixel (bpp). A data hid-

ing scheme suggested by Zhang et al. [73], which improves the embedding efficiency of binary

covering function that employed the capacity more efficiently by extending the block of binary

cover code. This method performs equally with ternary code without binary-ternary conversion

of the message. Again Fridrich et al. [20] observed that the quality which determines the em-

bedding efficiency is not the covering radius but the average distance to code. For the linear

code, the highest embedding efficiency is not necessarily achieved using code with the smallest

covering radius. Chang et al. [9] proposed a data hiding method using (7, 4) Hamming code.

This scheme embeds a section of seven bits within a set of seven original image pixels at a

time. They achieve embedding payload0.99 (bpp) where average PSNR equals to 50 (dB).

Kim et al. [28] developed Data Hiding using Hamming Code (DHHC) to hide secret messages

within halftone image. Here, they used codeword to generate a syndrome value. Then using

Exclusive-OR operation they embed four bits secret data within the codeword of four bits. Ma

et al. [49] suggested an improvement of Kim et al.’s scheme by altering pixel pair which reduces

data embedding capacity by half. Recently, a Dispersed Data Hiding scheme through Hamming

Code (DDHHC) has been designed by Lien et al. [41] using space filling curve decomposition.
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In this scheme, average PSNR is44.31 (dB), when4, 096 bits are embedded. Using Hamming

code, Kim et al. gained good quality image and their modified PSNR (MPSNR) and payload are

48.20 (dB) and 0.86 (bpp) respectively. Lien et al. achieved 29.66 (dB) for embedding 65,536

bits. Recently, Cao et al. [4] developed high payload Hamming code based data hiding schemes

with embedding rate up to 3 (bpp) with PSNR 51 (dB). High payload steganographic scheme

also has been developed recently by Bai and Chang [2] for compressed images. Their payload

is 2 (bpp) but PSNR is below 30 (dB).

In data hiding schemes, achievement of reversibility and enhancement of security while main-

taining good visual quality through Hamming code is still an important issue. So far in the

literature, it is found that no such scheme exists, where reversibility has been achieved through

Hamming code. The use of shared secret key in data hiding through Hamming code is also

rarely available. In the present research, dual image based reversible data hiding schemes using

(7, 4) Hamming code has been proposed.

1.2.2 Brief review of data hiding through Pixel Value Difference (PVD),

Difference Expansion (DE) and Exploiting Modification Direction

(EMD)

A simple data hiding scheme is the Least Significant Bit - Replacement (LSB-R) has been

introduced by Turner [60]. The LSB-R scheme is unbalanced because even valued pixel will

never be decremented and odd valued pixel will never be incremented. This asymmetry is easily

detected by some detectors [16]. To overcome this problem, Sharp [53] proposed LSB matching

(LSB-M) scheme which does not replace LSB but randomly either increments or decrements

one in LSB of cover image when no match is found with secret data bit. Embedded message

within the scheme is also detected by the detector suggested by Ker [27]. To enhance the LSB-

M scheme, Mielikainen [50] proposed the LSB matching revisited (LSB-M-R) where payload

was same as LSB-M but changes are fewer, which guarantees good quality stegos. Zang and

Wang [72] claimed that the modification direction of Mielikainen’s scheme is not exploited

fully; that is why they developed a data hiding scheme by Exploiting Modification Direction

(EMD) which achieves maximum data hiding capacity through one bit per pixel (bpp).
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A novel data hiding scheme has been introduced by Wu and Tsai [69] using Pixel Value

Difference (PVD). The PVD scheme calculates the difference between two adjacent pixels of

cover image and the number of data bits are to be embedded depending on the absolute differ-

ence value and a predefined reference table. Data bits are embedded by modifying these two

pixel values. Zhang et al. [74] have shown that the scheme proposed by Wu and Tsai [69] is vul-

nerable to steganalysis based on histogram of pixel value difference. It can provide an estimate

of the embedded data length due to its abnormal behavior. They suggested a pseudo random

dithering approach which removes the undesirable steps existing in the PVD histogram of the

stego image which preserve invisibility of large embedding capacity. Wang et al. [66] followed

the idea of PVD and presented a data embedding method using PVD and modulus. It uses the

same technique that was used in Wu and Tsai [69] to decide the number of bits to be concealed

into a given pixel pair and then the remainder of these two pixels are calculated. Data is then

embedded by modifying the remainder values. Compared to Wu and Tsai’s method, Modulus

Function -Pixel Value Difference (MF-PVD) reaches a higher payload with good image quality.

A loss-less data hiding scheme was designed by Lin and Hsueh [43] which embeds secret mes-

sage into a cover image using the two differences - between the first and second pixel as well as

between the second and third pixel in a three pixel block. The average payload and pure payload

capacities are 1.39 and 1.32 (bpp) respectively for PSNR greater than 30 (dB). Chang et al. [7]

proposed three PVD (TPVD) to provide large embedding capacity and reduce the distortion by

optimal approach of choosing the address point and adaption. They achieved smaller than 38

(dB) PSNR with 1.5 (bpp). PVD scheme developed by Wang et al. [66] had abnormal increase

and fluctuation of PVD histogram which may reveal the existence of a hidden message that

has been solved by Joo et al. [25]. They used some adjusting process which helps to remove

fluctuation around the border of sub-range and achieve high capacity with good imperceptibil-

ity. After embedding around 52,275 bytes data they achieve 48.9 (dB) PSNR. Their scheme is

also secure against various attacks like RS analysis, steganalysis for LSB matching and PVD

histogram based attack. In 2010, Luo et al. [47] proposed a new data hiding scheme based on

edge adaption which can take the embedding region corresponding to the length of secret data

and the difference between consecutive pixel in the cover image. But their PVD scheme was

not good for adaptive embedding. It may lead to possible attack by counting the difference of

adjacent pixels in both vertical and horizontal direction that can be exploited by Li et al. [40].
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A new data hiding approach was designed by Yang et al. [70] in which two pairs of pixel in

a block are processed at the same time. The exploited edge area is more efficient to increase

embedding capacity but the quality has been slightly dropped. In 2012, Zaker and Hamzeh [71]

observed that the histogram of difference value of stego image under the TPVD is vulnerable to

a particular statistical analysis. So they introduced a new steganalytic measure namedGrowing

Anomaliesthat has a linear relationship with secret messages. This proposed steganalyzer can

classify with test image as stego or cover with 97% accuracy when they contain more than 10%

secret data. A histogram modification scheme for loss-less data hiding has been suggested by

Tsai et al. [63] that can calculate the difference between each processing pixel and its neighbor

and then use these differences to construct the histogram while the secret message is also being

embedded into the pixel located at the peak value based on a histogram shifting scheme in gray

scale image. The data capacity for one peak value of each histogram can achieve 44,168 bits

on average PSNR value around 50 (dB) but for two peak value data hiding capacity can achieve

61,885 bits on average PSNR values around 47 (dB).

Hong [23] presented a new strategy using the idea of PVD and a patched reference table

(PVD-PRT) to provide a better image quality and extendable embedding capacity. In addition,

Hong and Chen [24] developed a steganography method based on pixel pair matching (PPM).

This method utilized the values of pixel pairs as reference coordinates. To hide the message

bits, this method first search for a coordinate in the neighborhood set of this pixel pair based

on the message bits. Then, it replaces the pixel pair with the selected coordinate to embed the

message bits.

Chen [11] proposed the PVD based method to embed unequal amount of secret information

using pixel complexity. In this approach, secret information was embedded in an embedding

cell of size(2× 2), which was composed of randomized embedding units to reduce the falling

of boundary program and eliminate sequential embedding. Each embedding cell has two em-

bedding units Pivot Embedding Unit (PEU) and Non Pivot Embedding Unit (NPEU). The dif-

ference value of the pair pixel in PEU is calculated to determine the complexity of the pair and

to determine the amounts of secret bits to be embedded. More bits will be embedded in the
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complex area and less in the smooth area. This scheme achieve 47.3 (dB) PSNR when embed-

ded with 54,384 bytes secret data.

Recently, reversible data hiding has attracted much attention to the researchers. Reversible

Data Hiding (RDH) is a technique to embed a piece of information into a cover media to gener-

ate the stego-media, from which the original cover media can be exactly recovered after extract-

ing the embedded messages. RDH, introduced by Barton [3] which compresses some alternate

overlapping bits and add bit stream first then embed them into data block. Fridrich et al. [17]

suggested a high capacity data hiding method that embed some message into a cluster of bits.

Tian [58] designed a data hiding scheme using difference expansion technique to hide the secret

message within a pair of pixel. Alattar [1] modified Tian’s method and used the distance differ-

ence between four pixels. Lee et al. [39] utilized the histogram of the difference of pixel values

to hide the secret data within cover media for improving the visual quality. Being reversible, the

original and the embedded data can be completely restored. A RDH using histogram shifting

has been proposed by Ni et al. [51]. After that Lin et al. [42] and Tsai et al. [61] suggested to

improve RDH scheme through multilevel histogram shifting. Thodi et al. [59] presented RDH

scheme that combine histogram shifting and difference expansion.

Chang et al. [5] offered dual image based data hiding technique using EMD method. They

first established a mod function of a(256 × 256) magic matrix. Then convert the secret data

bits into numeral system of base-5. Two bits secret data are embedded within a pixel pair of

each image at a time. Lee et al. [35] introduced a loss-less data hiding technique that utilizes

centralized difference expansion to hide more secret data into smoother areas of cover image.

Later, Lee et al. [36] embedded secret message using the center point direction of pixels to

get the stego-pixels. To protect the deterioration of the image quality, Lou et al. [44] proposed

Reduced Difference Expansion (RDE) method. Lou’s scheme is not only reversible but also

meets low computational cost with high capacity data embedding scheme. Lee and Huang [34]

developed a dual-image based RDH method. In their scheme, the average embedding rate is

1.07 (bpp). Qin et al. [52] presented a dual image based data hiding scheme using EMD. A

LSB matching data hiding technique has been designed by Lu et al. [45]. The stego images are

obtained through the mod function. To achieve the reversibility in data hiding, the LSBs are
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checked via an averaging procedure then modification has been performed using a rule table.

Chang et al. [5] embedded secret message bits by the mod function to accomplish a higher data

hiding capability of1.00 (bpp), but the visual quality of image was substandard to the method

proposed by Lee et al. [39]. Zhang and Wang [73] suggested EMD method, which takesn pix-

els as embedding bits, and embed digits in(2n + 1) base number system. Kieu and Chang [31]

presented a new extraction function by modifying the extraction function proposed by Zhang

and Wang’s scheme. To solve the irreversibility of the EMD method in Zhang and Wang’s

scheme, they suggested a novel data hiding strategy based on EMD with reversibility by using

two steganographic images, which can achieve satisfactory performances of the data embedding

capacity and the quality. Shen and Huang [54] developed a data hiding scheme using PVD and

improved EMD but the scheme was not reversible. Qin et al. [52] presented only EMD as a

reversible data hiding scheme. In 2016, Lee et al. [37] developed an efficient reversible data

hiding with reduplicated exploiting modification direction using image interpolation. Kuo et

al. [32] presented a high capacity data hiding scheme using multi-bit encoding function. The

embedding capacity of Kuo et al.’s scheme is 4.5 (bpp) but the image quality is nearer to 30 (dB).

Thus, designing an innovative scheme is still an important issue which could maintain good

quality image and increase data embedding capacity through dual-image. In this thesis, some

data hiding schemes have been proposed based on PVD, DE and EMD using dual-image which

achieve good visual qualities and high embedding capacity.

1.2.3 Brief review of data hiding through Weighted Matrix

A. Westfeld [67] introduced F5 algorithm in which matrix based data embedding occurs using

binary Hamming code. They embedk-bits secret message by modifying one bit of2k − 1 least

significant bits in the host data. The embedding efficiency increases with the increase ofk, while

the payload decreases contrarily. In order to increase the embedding efficiency and payload si-

multaneously, an extended F5 algorithm was developed by Fan et al. [13]. They come up with

a brand new idea to realize this aim through addingn-layer extension into previous technique

and modifying the form of original hash function. Jung and Yoo [26] suggested a new data

hiding method using image interpolation through Neighbor Mean Interpolation (NMI). Lee and

Huang [38] proposed improve image interpolation technique by Interpolating with Neighbor-
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ing Pixels (INP). After that, Tang et al. [57] designed high capacity RDH through multi-layer

embedding (CRS) with payload1.79 (bpp) and PSNR is nearer to33.85 (dB). In 2016, Tsai et

al. [62] proposed an adjustable interpolation-based data hiding scheme based on LSB substitu-

tion and histogram shifting. This is two-stage data hiding scheme based on interpolation, LSB

substitution, and histogram shifting.

A good data embedding method using a key matrixK and a weighted matrixW has been

proposed by Tseng et al. [64] for binary image, that can concealed only two bits in a(3 × 3)

pixel block. A better data hiding scheme through weighted matrix has been presented by Fan

et al. [14] for gray scale image that can concealed only four secret data bits within a(3 × 3)

block. Both these matrix based data hiding schemes one can perform only one modular sum of

entry-wise-multiplication with weighted matrixW and a(3 × 3) pixel block. Achieving high

capacity with reversibility in data hiding through weighted matrix while maintaining good vi-

sual quality is still an important research issue. RDH becomes a very important and challenging

task in hidden data communication especially in medical and military applications for owner-

ship identification, authentication and copy right protection.

In the literature, no researcher has considered reversibility with high embedding capacity

using weighted matrix. In this thesis, some new weighted matrix based data hiding schemes

have been formulated and solved using dual image and image interpolation.
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1.3 Problem Domain

Data hiding is the technique of secured concealed communication which carry private data via

some multimedia object so that the representation of private message will not draw any atten-

tion from the eavesdroppers while they are being moved through an open public channel. There

is a high risk of disclosing while they are being transferred through unsecured public channel.

Therefore achieving safe secure communication is one of the important objectives of current

research. The story of prisoner’s problem was presented by Simmons in 1983 [55] in which the

merits and capabilities were explained when the public channel is unsecured.

If the probability of modification within the cover image is less, the security of the data hid-

ing method may increase. A possible way to enhance data hiding security is to increase the

embedding efficiency [number of embedding bits per one embedding change]. Matrix encoding

is one of the popular technique of data hiding which can be used to increase the embedding

efficiency. The concept was first proposed by Crandall [12] and implemented by Westfeld [67].

The basic idea is to divide coefficients into groups and use Hamming error correcting codes to

limit the changes in each group. A(d, n, k) code can be used to embedk bits inton coefficients

by making changes at mostd coefficients. The data hiding through Hamming code recently

proposed by Chang et al. [9], Kim et al. [28], Ma et al. [49], Kim and Yang [30] and Lien et

al. [41]. Chang et al. [9] presented data hiding scheme on (7,4) Hamming code which is not

reversible scheme and its visual quality is nearer to 50 (dB). Kim et al. [28] used halftone image

to hide secret data using Hamming code where payload and the visual quality is limited. Ma et

al. [49] and Lien et al. [41] also used halftone image for data hiding where visual quality is poor.

Kim and Yang’s [30] data hiding scheme is not reversible. All these developed schemes do not

consider any shared secret key to enhance the security. They do not consider reversibility in

their developed schemes which is one of the important issues in current research on data hiding.

In Wu and Tsai’s [69] PVD based data hiding scheme, the quality as well as the capacity is

limited and the scheme is not reversible. The data hiding capacity of Wang et al.’s [66] scheme

is same as Wu and Tsai’s scheme although the quality is a bit improved due to modulus function

but the scheme does not achieve reversibility. Joo and Lee [25] proposed data hiding scheme

to enhance the security by preventing abnormal increase of histogram values by a novel adjust-
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ing process but the scheme can not recover original image successfully. Chen [11] proposed

data embedding technique by pixel pair matching (PPM) to embed more information and to

improve image quality but the scheme is also not reversible. All these schemes do not consider

any shared secret key to enhance the security in data hiding. Data hiding using DE and EMD

method is also paid more attention in the current research. Lu et al. [45] developed dual image

based data hiding scheme with payload only one (bpp) but no shared secret key has been con-

sidered to enhance the security. Qin et al. [52] design a hybrid reversible data hiding scheme

by combining PVD, DE and EMD with payload 1.16 (bpp) but did not considered any shared

secret key in their approach. Data hiding in a special domain is not as much secure as other do-

mains because data hiding is carried out in LSB. So, use of shared secret key is very important

issue in data hiding for authentication, copyright control and privacy protection. It is possible

to enhance security without compromising quality and embedding capacity.

Some reversible data hiding schemes have been proposed by Chang et al. [5], [10], using

dual image but their embedding capacity falls short to the demand for today’s digital world.

The data hiding capacity is nearer to one (bpp). So there is a scope to improve the embedding

capacity in dual image based data hiding schemes. Lee et al. [36], [34] also developed dual

image based data hiding scheme with poor data hiding capacity. In the literature, none have

attempted to achieve reversibility through PVD based data hiding scheme. To achieve a good

quality image with low modification, in low cost is a challenge in designing a new reversible

data hiding scheme using dual image.

In PVD, DE and EMD based data hiding schemes, overflow and underflow may occur fre-

quently during data embedding. This may effect to measure the performance of data hiding.

This is also a challenging job to design a new RDH scheme to control overflow and underflow

situation without disturbing quality, security and capacity.

Tseng et al. [64] suggested a secure scheme that uses binary image as cover media and can

conceal only two bits secret data within a(3 × 3) pixel block. After that Fan et al. [13] pro-

posed an improved efficient data hiding scheme which can hide only four bits secret data within

a (3 × 3) pixel block. To increase the data hiding capacity Jung and Yoo [26] first advised
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data hiding scheme using image interpolation then Lee and Huang [38] proposed more eminent

data hiding scheme through image interpolation using multi-layer embedding. Tang et al. [57]

observed that the average payload 1.79 (bpp) with PSNR 33.85 (dB) when using image inter-

polation with multi-layered data hiding scheme. In the literature, a single weighted matrix has

been used for data embedding in Tseng et al. [64] and Fan et al.’s [13] scheme. There is an

opportunity to enhance security through modification of weighted matrix for every new block

using shared secret key.

In Tseng et al. [64] and Fan et al.’s [13] scheme only one entry-wise-multiplication has been

performed to embed only few bits secret data in a single block. So, there is a possibility to

improve data hiding capacity by performing repeated entry-wise-multiplication operation using

image interpolation and dual image through weighted matrix. In this literature, no researcher

has exploited reversibility in data hiding through weighted matrix. Dual image provides security

in a data hiding scheme because without simultaneous dual image, it is hard for eavesdroppers

to retrieve secret data from stego images. This is a special case of secret sharing.
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1.4 Motivations and Objectives of the Thesis

The main objective of this thesis is to design some new secured high capacity reversible data

hiding schemes. Now, the key issues on the data hiding schemes are embedding capacity, the

perceived quality, reversibility and security.

(i) So far, the data hiding through Hamming code, PVD and Weighted matrix which are not

reversible, has a limited embedding capacity. Therefore, the motivation is to increase data

hiding capacity and achieve reversibility using said techniques.

(ii) In the literature, it is seen that to send the secret message to the receiver, it is necessary

to send the length of secret data through Hamming code based data hiding schemes. This

has motivated us to develop some new schemes in which the length of secret message is

not required.

(iii) So far, few data hiding techniques have been developed using dual image and image

interpolation techniques which have a limited data embedding capacity with moderate

magnitude of visual quality. From studying such types of techniques, we are motivated to

investigate data hiding schemes using dual image and image interpolation in such a way

that its capacity and quality have been improved.

(iv) There are many research works in which secret message has been communicated inno-

cently through steganography without having any shared secret key. But, in real world it

is seen that these techniques are less secure. This forces us to develop some innovative

data hiding schemes to enhance the security of message using shared secret keys.

(v) In existing literature related with weighted matrix based data hiding schemes, it is ob-

served that there is a limitation of data hiding capacity which is less. Again it is also

seen that existing methods are not reversible. But, in present day there are many appli-

cation areas in which reversibility is very essential. So noticing this, we are motivated to

formulate some schemes through which these two drawbacks can be overcome.
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The objectives of this thesis have been described elaborately as follows:

(i) Designing some high payload data hiding schemes:

In the literature, there are some techniques using Hamming code, PVD and Weighted ma-

trix which have certain data hiding capacity, but from our experience in applications of

data hiding schemes in some real life problems, it is seen that it is not sufficient for data

hiding capacity. So, for this purpose, the objective of this thesis is to design some tech-

niques to increase the payload using Hamming code, PVD and Weighted matrix which

are discussed in Chapters 3, 4, and 5 respectively.

(ii) Use of shared secret key in data hiding schemes:

From the literature survey on data hiding schemes, it is seen that till now there exists

some security loop hole for sending message from sender to receiver. So, our objective

is to develop some schemes using a shared secret key in such a way that data hiding

schemes will be more strengthened than previous ones. For this purpose in Chapters 3, 4

and 5, some schemes have been developed using Hamming code, PVD-DE, PVD-EMD,

TPVD-DE and Weighted matrix incorporating shared secret keys in sequel.

(iii) Introducing reversibility in data hiding:

Though there exists many research work on data hiding schemes, till now no one has

developed a scheme using Hamming code, PVD or Weighted matrix to achieve the re-

versibility. So, here, our objective is to develop some algorithms to achieve the reversibil-

ity through Hamming code, PVD and Weighted matrix to developed data hiding schemes

which is explained in Chapters 3, 4 and 5 respectively.

(iv) Conservation of perceptibility

We know that in steganography, perceptibility is the main requirement in any data hiding

algorithm. So, the first and foremost objective is to maintain perceptibility in all our

proposed schemes.
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1.5 Organization of the Thesis

In this thesis, some new reversible data hiding techniques are designed and solved. The thesis

is divided into seven chapters.

Chapter 1

(Introduction)

This chapter contains an introduction giving an overview of the development on data hiding

schemes. Brief review of data hiding, Problem domain, Motivations, Objectives and Organiza-

tion of the thesis are included in this section.

Chapter 2

(Data Hiding Methodologies)

In this chapter, data hiding methodologies have been described that are used to solve different

types of data hiding problems. In the development of the data hiding schemes in this thesis,

following data hiding methods have been used.

(i) Hamming Code

(ii) Pixel Value Difference (PVD)

(iii) Difference Expansion (DE)

(iv) Exploiting Modification Direction (EMD)

(v) Weighted Matrix based Data Hiding

(vi) Image Interpolation

(vii) Dual Image based Data Hiding Methods

We have then discussed Steganalysis and Steganographic Attacks.
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Chapter 3

(Reversible Data Hiding using Hamming Code)

3.1: Partial Reversible Data Hiding using (7,4) Hamming Code (PRDHHC)

Secure data communication through Hamming code based data hiding without knowing the

length of secret message is a challenging problem. A data hiding scheme using Hamming code

with shared secret position is developed and solved. In this method, the original cover image

is partitioned into(7 × 7) pixel block then collect LSB of each pixel. Now, adjust redundant

bits using odd parity. The bit at the shared secret position is complemented and secret data bit

is embedded through error creation. For the next row, the shared secret position is updated by

the data embedding position of the previous row. The process is repeated to embed all secret

message bits within cover image. If a row contains all 1s or 0s, then secret data bit is embedded

at the first position. At the receiver end, bit at the shared secret position is complemented first

and then secret data bit is retrieved by applying Hamming error correcting code. The extraction

process will be continued until error is found at the secret position. In this scheme, Hamming

adjusted cover image is recovered by complement bits at both the secret position and data em-

bedding position but original cover image could not be recovered. It is observed that PSNR

of PRDHHC scheme is nearer to58 (dB) which is more than other existing schemes but the

payload is only0.142 (bpp). This is not reversible scheme.

3.2: Dual Image based Reversible Data Hiding using Hamming Code (DRD-

HHC)

To overcome the irreversibility of previous approach, dual image has been proposed. In this

scheme, two copies of LSBs are collected and redundant bits at positions 1, 2 and 4 of first copy

are adjusted by odd parity using bit positions 3, 5, 6 and 7; and the redundant bit at positions 3,

5, 6, and 7 of second copy are adjusted by odd parity using bits at positions 1, 2 and 4. After

successfully embedding the secret data bits using previous technique, two stego pixel blocks

are distributed between dual stego images depending on shared secret key. The secret data bits

are successfully recovered at the receiver end from dual images by the help of shared secret

position and Hamming error correcting code. After extracting the secret message from dual
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stego images, bits from3, 5, 6 and7 positions from first stego image and bits from1, 2 and

4 positions of second one are combined and rearranged to recover original cover image. The

average PSNR of this proposed RDH scheme is greater than53 (dB) and the maximum payload

is 0.142 (bpp).

3.3: Enhanced Partial Reversible Data Hiding using Hamming Code (EPRD-

HHC)

Data embedding concept of PRDHHC is used in three LSB layers (LSB, LSB+1 and LSB+2) of

cover image to enhance the payload. In this approach, PSNR is nearer to52 (dB) and payload

is 0.426 (bpp). The main drawback of this approach is that, it can not recover original cover

image successfully after extraction the secret data.

3.4: Enhanced Dual Image based Reversible Data Hiding using Hamming

Code (EDRDHHC)

To achieve reversibility, the techniques of DRDHHC and EPRDHHC have been combined to

embed secret data. Dual image concept has been taken from DRDHHC and three LSB layers

(LSB, LSB+1, LSB+2) concept has been taken from EPRDHHC. This is an RDH scheme in

which the average PSNR is greater than38 (dB) and the payload is0.426 (bpp).

All the experimental results are presented graphically and numerically. The results are com-

pared with existing schemes. The results of different steganalysis (RS analysis, Statistical anal-

ysis) and steganographic attacks (Histogram attack and Brute force attack) are presented. There

is a scope to improve the data hiding capacity while maintaining good visual quality through

other data hiding approaches discussed in next chapter.

Key features of the schemes in Chapter 3:

(i) Achieving reversibility with good visual quality is the main key feature of these proposed

Hamming code based data hiding schemes.

(ii) Any arbitrary length of secret message can be communicated through these data hiding
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schemes.

(iii) Shared secret position has been used to enhance security. It has been updated for new

block usingκi+1 = (κi × ω) mod 7 + 1, wherei= 1, 2, 3,. . . , NB. NB represents the

number of block,κ0 is the shared secret position andω is the data embedding position.

(iv) In the dual image based schemes, both shared secret positionκ0 and shared secret key

ξ have been used. The stego image blocks are distributed between dual stego images

depending on the bit pattern of secret keyξ.

Chapter 4

(Reversible Data Hiding using PVD, DE and EMD)

4.1: Dual Image based RDH using PVD with DE (PVDDE)

To enhance the embedding capacity while preserving good visual quality, a dual-image based

RDH scheme using PVD with DE (PVDDE) has been proposed. Here, a secret message is parti-

tioned inton bits, where(n−1) bits are embedded using PVD and one bit is embedded through

DE and generate two sets of pixel pair. These two sets of pixel pair are distributed within dual

images depending on the bit pattern of a shared secret key. At the receiver end, extraction of the

hidden message is performed through either PVD or DE that also depends on the same secret

key. Here, overflow and underflow situation has been controlled which may occurs at the data

embedding stage. The payload is1.25 (bpp) and PSNR is greater than37 (dB) in this approach.

4.2: Dual Image based RDH using PVD with EMD (PVDEMD)

To increase the payload, another dual-image based RDH scheme using PVD with EMD has been

proposed. First, enlarge the original image using image interpolation technique then embed

secret data bits within pixel pair using PVD. Here, four data bits are embedded through PVD

method and two data bits are embedded using EMD method. After embedding two sets of stego

pixel pairs have been generated. After that stego pixel pairs are distributed between dual image

based on the bit pattern of a shared secret key. At the receiver end, the stego pixel pairs are

distinguished using secret key. Then corresponding PVD or EMD methods are used to extract

hidden message and recover original image. In this approach, the PSNR is 40.43 (dB) and

payload is 1.75 (bpp).
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4.3: Dual Image based RDH using Three PVD (TPVD) with DE (TPVDDE)

Further, RDH method using Three Pixel Value Difference (TPVD) with DE (TPVDDE) has

been proposed. The embedding capacity of this method is 2.15 bpp which is higher than other

existing schemes but the PSNR is less than 30 (dB).

All the experimental results are numerically and graphically illustrated. The results of these

new three different approaches are compared with existing schemes. The effect of different

steganalysis (RS analysis, Relative entropy and Statistical analysis) and steganographic attacks

( Histogram attack Brute force attack) are demonstrated.

Key features of the schemes in Chapter 4:

(i) Data embedding using PVD method was not reversible. Reversibility has been achieved

through proposed data hiding schemes using PVD, DE and EMD methods.

(ii) Data embedding capacity has been increased in PVD based data hiding methods using

dual image and image interpolation.

(iii) Shared secret key has been used to distribute stego pixel pairs among dual images to

enhance security.

(iv) Overflow and underflow situations have been controlled which may appears during data

embedding.

Chapter 5

(Reversible Data Hiding using Weighted Matrix)

5.1: Dual Image based RDH using Weighted Matrix (DRDHWM)

Weighted matrix based RDH using dual image has been introduced. First, partition the cover

image into(3×3) pixel block. Then perform modular sum of entry-wise-multiplication between

image block and a predefined weighted matrix. After that calculate the difference between value

of modular sum and selected data unit. To embed these secret data, increase or decrease the pixel

value that depend on the sign of the calculated difference value. The pixel has been selected
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depending on the position of the element of weighted matrix. Now, store the difference value

within stego pixel by adding with original pixel value. The process is repeated nine times to

embed thirty six bits secret data within the selected block. For each nexti-th block (i = 1, 2,

. . .), update weighted matrixWi+1 asWi+1 = (Wi × κ− 1) mod 9, wheregcd (κ, 9) = 1

andκ is shared secret key. Finally, the original and stego pixels are distributed between dual

images depending on the bit pattern of a shared secret key. At the receiver end, secret message

has been extracted successfully using predefined weighted matrix and the shared secret key.

The original image has been recovered without any distortion from dual stego images because

the original pixels are kept unaltered within stego images during data embedding which ensure

reversibility. In this scheme, payload is1.98 (bpp) and PSNR is greater than39 (dB).

5.2: Interpolated Image based RDH using Weighted Matrix (IRDHWM)

To increase the payload, a high capacity secure RDH scheme has been proposed. First, enlarge

the size of original image into double through image interpolation. Then partition the original

image into(3×3) pixel block and interpolated image into(5×5) pixel block. Perform modular

sum of entry-wise-multiplication of image block with predefined weighted matrix. Calculate the

difference value between modular sum of entry-wise-multiplication and selected data unit. In

each operation, the data embedding position is identified and stored at three least significant bits

of the interleaved pixel of interpolated image. Embed secret data by increasing or decreasing

the original pixel value by one. Twelve multiplication operations have been performed to em-

bed forty-eight bits secret data within a(5× 5) pixel block of interpolated image. For next each

i-th block, (i = 1, 2, . . .), update weighted matrixWi+1 asWi+1 = (Wi × κ− 1) mod 9,

wheregcd (κ, 9) = 1 andκ is shared secret key. The data hiding capacity of this approach is

2.96 (bpp) and PSNR is 37.37 (dB).

5.3: Interpolated Dual Image based Reversible Data Hiding using Weighted

Matrix (IDRDHWM)

Finally, a very high capacity RDH scheme has been proposed through weighted matrix using

interpolated dual image. The data embedding procedure has been done in two stages. In the first
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stage, embed thirty six bits secret data within a block of dual image through repeated embed-

ding process of nine times using weighted matrix. In the next stage, repeat embedding process

twenty four times to embed ninety six bits secret data within each block of interpolated dual

image. After hiding one hundred and thirty-two bits secret data within one block of dual image

update the weighted matrix. Fori-th block (i = 1, 2, . . .), the weighted matrixWi+1 can be

updated asWi+1 = (Wi × κ− 1) mod 9, wheregcd (κ, 9) = 1 andκ is a shared secret key.

In the extraction process, the positional values are extracted from interpolated dual stego im-

ages and the secret data is recovered by performing modular sum of entry-wise-multiplication

between weighted matrix and original pixel block. Again rearrange the pixel using shared secret

key from dual image and perform the same extraction operation thirty-three times and extract

one hundred thirty-two bits secret data from a pixel block. The scheme provides average em-

bedding payload3.46 (bpp) with PSNR greater than35 (dB).

All the experimental results of the proposed methods are numerically and graphically illus-

trated. The results of these different approaches are compared with existing methods. Ste-

ganalysis and steganographic attacks on stego images are performed which are also illustrated

numerically.

Key features of the schemes in Chapter 5:

(i) Achieve high payload with good visual quality in weighted matrix based data hiding

schemes.

(ii) Achieve reversibility in weighted matrix based data hiding schemes.

(iii) Update weighted matrixWi+1 = (Wi × κ− 1) mod 9, wheregcd (κ, 9) = 1 andi =

1, 2, 3, ..., NB, NB represents the number of blocks in the cover image for each new block

to enhance security.

Chapter 6

(Analysis and Discussions)

In this chapter, proposed data hiding schemes are analyzed. The comparisons of suggested

schemes with respect to data embedding capacity and visual quality are presented here. The
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results of steganalysis and various steganographic attacks are presented.

Chapter 7

(Conclusion and Future Research Work)

At the end, some limitations and the scope of future research works have been discussed.
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Data Hiding Methodologies
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Data Hiding Methodologies 2.1 Introduction

2.1 Introduction

Data hiding is the technique to communication secret information innocently by embedding

these within a cover media. It is an important issue in the field of multimedia security. Many

data hiding schemes have been developed in last few decades by the researchers. The aim of

this research work is to improve data hiding capacity while maintaining good visual quality

and enhance security. In this section, we have discussed different data hiding approaches using

Hamming code, Pixel Value Difference (PVD), Difference Expansion (DE), Exploiting Modi-

fication Direction (EMD), Weighted Matrix (WM), Image Interpolation and Dual Image which

have been used in this research work. We then compared different existing schemes in terms

of data hiding capacity and visual quality of stego images. Finally, different approaches of

steganalysis and steganographic attacks are explained.

2.2 Hamming code

Richard Hamming [21] formulated a sophisticated pattern of parity checking code called Ham-

ming code. It is linear code for error correction that can be used to detect and correct single

bit error. The length of linear coden with k dimension are represented as[n, k] codes. Ifc is

a [n, k] linear code, the dual to it is termed as[n, n − k] linear code. IfH is a checker matrix

for c then the matrixH will be (n − k) × k and the row of which are orthogonal toc and

{x | H xT = 0} = c and

(m1, m2, . . . ,mk)
T = H.(LSB(x1), (LSB(x2), . . . , LSB(xn))T (2.1)

Any secret message ofk bits, say(m1, m2, . . . ,mk) can be embedded in the LSB ofn pixel, say

(x1, x2, . . . , xn) by at mostG changes. Here,G is the largest number of possible changes and

Ga is the average number of changes. The embedding efficiency can be measured by(k/Ga)

and embedding rate will be(k/n). The position of erroneous bits must be determined to correct

the error. Forn-bit codelog2(n) bits are required. The Table 2.1 shows the parity check for the

matrix of (7, 4) Hamming code.

The Hamming code is used by odd parity to allow the identification of a single bit error shown

in Table 2.2. Creation of the codeword as follows:

(i) Parity bit positions are marked which are power of two such as20, 21, 22, . . ..
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Table 2.1: Parity check matrix for(7, 4) Hamming code

H =


1 0 1 0 1 0 1

0 1 1 0 0 1 1

0 0 0 1 1 1 1


(ii) All remaining positions are allowed to embed secret data bits such as3, 5, 6, . . .

(iii) The sequence of bits for every parity or redundant bits are computed as follows:

Redundant bitr1: One bit position is checked and skipped alternatively which are

(1, 3, 5, 7, 9, 11, . . . )

Redundant bitr2: Two bit positions are checked and skipped alternatively which are

(2, 3, 6, 7, 10, 11, . . . )

Redundant bitr4: Four bit positions are checked and skipped alternatively which are

(4, 5, 6, 7, . . . )

Redundant bitr8: Eight bit positions are checked and skipped alternatively which are

(8− 15, 24− 31, 40− 47, . . . )

(iv) Adjust parity bit through odd parity.

More detail are found in the book “The theory of error correcting codes” by F. J. MacWilliams,

N. J. A. Sloane [48]. Recently data hiding through Hamming code has become a very interesting

Table 2.2: Redundant bits adjustment using odd parity for error detection and correction

Highlighted bits with power of 2 01 02 03 04 05 06 07 08 09 10 11

Insert data 1 1 1 1 0 0 0 0 0 0 1

Highlight the check bit 1 1 1 1 0 0 0 0 0 0 1

Odd parity of20 1 1 0 0 0 1

Odd parity of21 1 1 0 0 0 1

Odd parity of22 1 0 0 0

Odd parity of23 0 0 0 1

field in current research which is used in security and online application. Data can be embedded

within image which contains ownership identification, authentication and copy right protection.
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In this section, Kim et al.’s [28] data hiding scheme has been discussed first and then Lien et

al.’s [41] data hiding scheme is explained using Hamming code for halftone image.

2.2.1 Kim et al.’s scheme

Kim et al. [28] proposed Data Hiding using Hamming Code (DHHC) which employed(15, 11)

Hamming code to hide secret data into a halftone image. The cover image is divided into

(4 × 4) block. Fifteen bits codeword is used for a block and syndrome (S1) is calculated from

codeword usingS1 = H × (c)t, whereH is the parity checker matrix andc is a 7-bits sequence

binary number known as codeword. The non-zero syndrome value denotes the bit error position.

The flipping bit of the position value in a codeword will be the correct bits within codeword.

Then four bits secret message EXclusive-OR-ed with the codeword. The halftone image of size

(n × n) which composen pixels is divided into continuous blocks of size(4 × 4). They used

code lengthn = 2r−1 and the number of bits that is encoded in each codeword isk = (n− r),

wherer is a non-negative integer. They considered minimum Hamming distanced = 3 so that

one error can be corrected and two errors can be detected. For example, let messagem = 101,

code wordc = 1101001. Then calculate the syndromeH × ct =(000). To hide the secret

message, an Exclusive- OR(⊕) is computed and we getw = H × ct ⊕m. If w is zero, then no

need to complement, otherwise, find thewth column ofc and complement thewth pixel bit. In

DHHC, the MPSNR (Modified Peak Signal to Noise Ratio) of lena image is32.03 (dB) when

16, 384 bits are embedded and44.71 (dB) when embedded with4, 096 bits.

2.2.2 Lien et al.’s scheme

Lien et al. [41] suggested Dispersed Data Hiding using Hamming Code (DDHHC) in which an

image is divided into sixteen sub images and then using space filling curve, they put the index

of each sub images. Those pixels correspond to the same index in each sub images gathered

as a block of sixteen pixels. To embed(4 × m) bits of secret messages, they randomly select

m blocks from the image and then these blocks are sorted by the index number. After that4

bits secret messages are embedded within15 bits codeword randomly. To read embedded data,

stego image is partitioned into blocks using space filling curve partition. Then secret data is

extracted from15 bits codeword of each block. In DDHHC, the MPSNR is44 (dB) after em-

bedding4, 096 bits secret data within cover image.
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The main drawback of these Hamming code based data hiding schemes are irreversibility and

these techniques are designed for halftone image only. There is scope to develop Hamming code

based reversible data hiding schemes for gray scale images using secret key which enhances

security.

2.3 Pixel Value Difference (PVD)

Pixel Value Difference (PVD) is a data hiding method where difference of two consecutive pix-

els have been taken to embed confidential information. If the difference is high it means pixels

belong to the edge area of the image, where large quantity of data bits are possible to embed.

If the difference of two adjacent pixels is small that means the pixel pair belongs to the smooth

area of the image where less amount of secret data bits are possible to embed. In PVD method, a

specific range table(R) has been used to calculate the quantity of data bits which are possible to

embed within pixel pair. The sub-range of the range table is always power of 2. The difference

value is mapped into theR. The number of secret message bits are to be embedded depending

on the sub-range ofR.

PVD based data hiding method is introduced by Wu and Tsai (2003) [69]. Then few PVD

based data hiding schemes are developed by the researchers. Some of them are discussed here.

Wang et al. (2008) [66], Joo et al. (2010) [25] and Chen’s (2014) [11] PVD based data hiding

schemes are described below.

2.3.1 Wu and Tsai’s scheme

Wu and Tsai [69] introduced a novel data embedding method called PVD, where the difference

of two adjacent pixels in the cover image is used for data hiding. The quantity of data bits to

be concealed within the pair of pixels are determined by their absolute difference and a pre-

defined range table(R) shown in Fig. 2.1. Consider a cover imageC (M × N) and divide it

into non overlapping blocksBi, {Bi|i = 1, 2, . . . , b(M × N/2)c} in raster scan order, where

each block contains two consecutive pixels. Consider the consecutive pixel pair (xi, xi+1) and
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Figure 2.1: Wu and Tsai’s PVD scheme with example

the differencedi is calculated using two pixelsxi andxi+1 as

di = |xi − xi+1| (2.2)

The absolute difference|di| belongs to the range between 0 to 255. If the difference|di| is close

to 0 it means pixels are taken from smooth area of the image and if it is close to 255 it means

pixels are taken from the edge area of the image. In this approach, a range tableR has been

proposed withn contiguous sub-rangeRm, {Rm|m = 1, 2, . . . , n}. Each sub-rangeRm has a

lower and a upper bound, namelylb andub respectively. So,Rm ∈ [lb, ub]. The widthwb of

each sub-rangeRm is obtained by

wb = ub− lb + 1 (2.3)

The number of confidential message bits(t) are to be concealed that will be determined by the

sub-range ofR, where the difference|di| is mapped. Now calculate(t) as

t = blog2(wb)c (2.4)

Then selectt bits from secret messageD and convert it into decimal valuev. To embedv unit

secret data, compute new difference|d′i| using

d
′

i = v + lb (2.5)

Again calculated
′′
i = d

′
i − di, then modify the pixel valuesxi andxi+1 to getx

′
i andx

′
i+1 using

following equation.

(x
′

i, x
′

i+1) =



xi + dd′′i /2e, xi+1 − bd′′i /2c, if xi ≥ xi+1 andd
′
i > di

xi − bd′′i /2c, xi+1 + dd′′i /2e, if xi < xi+1 andd
′
i > di

xi − dd′′i /2e, xi+1 + bd′′i /2c, if xi ≥ xi+1 andd
′
i ≤ di

xi + dd′′i /2e, xi+1 − bd′′i /2c, if xi < xi+1 andd
′
i ≤ di,

(2.6)
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Finally the stego imageS is generated using modified pixelsx
′
i andx

′
i+1.

The extraction process of Wu and Tsai’s data hiding scheme is described here. First select

two consecutive pixels from stego imageS in raster scan order. Then calculate differenced
′
i,

whered
′
i = |xi − xi+1|. To extract secret datav, subtractlb from d

′
i that isv = d

′
i − lb, wherelb

is the lower bound of the sub-range of the range table (R). Then convertv into binary form and

get the hidden information.

The visual quality of the stego image of this approach is evaluated by Peak Signal to Noise

Ration (PSNR) which is 40.3 (dB) after embedding 52,204 bytes within cover image. The major

drawback of Wu and Tsai’s scheme is that they could not suggest any solution to overcome the

overflow and underflow problem if and when they occur. They simply leave those blocks where

x
′
i and x

′
i+1 fall in the boundary of the range [0, 255]. In this situation, the pixel valuex

′
i

andx
′
i+1 are remain same as the original pixel value. To solve this problem, Wang et al. [66]

suggested a new data hiding method using PVD which is better than Wu and Tsai’s scheme

with respect to image quality with same payload and to overcoming the underflow and overflow

situations.

2.3.2 Wang et al.’s scheme

Wang et al. [66] compute the remainder of two consecutive pixels instead of their difference

using the modulus function. The data hiding procedure of Wang et al. [66] is described below:

Input: Cover imageC (M ×N), Range tableR, Secret dataD

Output: Stego imageS

Step 1: The number of bits(t) which are to be embedded within cover image are calculated

according to Wu and Tsai’s scheme.

Step 2: Calculate the remainderBrem(i) of each blockBi using the following equation

Brem(i) = (xi + xi+1) mod 2t (2.7)

Step 3: Calculated
′
andd

′
1 using the following equation d

′
= |Brem(i)− v|

d
′
1 = (2t − |Brem(i)− v|)

(2.8)
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Wherev is the decimal value oft bits secret data. After embedding secret data the new

pixelsx
′
i andx

′
i+1 can be obtained as follows:

rule 1: (x
′
i, x

′
i+1) = (xi − dd′/2e, xi+1 − bd′/2c

if Brem(i) > v andd
′ ≤ (2t)/2 andxi ≥ xi+1

rule 2: (x
′
i, x

′
i+1) = (xi − bd′/2c, xi+1 − dd′/2e

if Brem(i) > v andd
′ ≤ (2t)/2 andxi < xi+1

rule 3: (x
′
i, x

′
i+1) = (xi + bd′1/2c, xi+1 + dd′1/2e

if Brem(i) > v andd
′
> (2t)/2 andxi ≥ xi+1

rule 4: (x
′
i, x

′
i+1) = (xi + dd′1/2e, xi+1 + bd′1/2c

if Brem(i) > v andd
′
> (2t)/2 andxi < xi+1

rule 5: (x
′
i, x

′
i+1) = (xi + bd′/2c, xi+1 + dd′/2e

if Brem(i) ≤ v andd
′ ≤ (2t)/2 andxi ≥ xi+1

rule 6: (x
′
i, x

′
i+1) = (xi + dd′/2e, xi+1 + bd′/2c

if Brem(i) ≤ v andd
′ ≤ (2t)/2 andxi < xi+1

rule 7: (x
′
i, x

′
i+1) = (xi + dd′1/2e, xi+1 + bd′1/2c

if Brem(i) ≤ v andd
′
> (2t)/2 andxi ≥ xi+1

rule 8: (x
′
i, x

′
i+1) = (xi − bd′1/2c, xi+1 − dd′1/2e

if Brem(i) ≤ v andd
′
> (2t)/2 andxi < xi+1

After completion ofStep 3if the pixel valuesx
′
i andx

′
i+1 exceed the gray scale range [0,

255] then gotoStep 4, otherwise gotoStep 5.

Step 4: To over come the overflow and underflow situation the modified pixelx
′′
i andx

′′
i+1 will

be calculated as follows

(x
′′

i , x
′′

i+1) =



(x
′
i + (2t/2), x

′
i+1 + (2t/2)), if x

′
i < 0 or x

′
i+1 < 0

(x
′
i − (2t/2), x

′
i+1 − (2t/2)), if x

′
i > 255 or x

′
i+1 > 255

(0, x
′
i + x

′
i+1), if x

′
i < 0 andx

′
i+1 ≥ 0

(255, x
′
i + (x

′
i+1 + 255)), if x

′
i > 255 andx

′
i+1 ≥ 0

(x
′
i + (x

′
i+1 − 255), 255), if x

′
i ≥ 0 andx

′
i+1 > 255

(2.9)

Step 5: Select the next block for data embedding.

Step 6: RepeatStep 2to Step 5until all data is embedded.

Step 7: End.
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The extraction procedure of Wang et al.’s scheme is described below:

Input: Stego imageS (M ×N ), Range tableR.

Output: Secret dataD.

Step 1: Take two pixels and performdi, wb andt using equation (2.2), (2.3) and (2.4) respec-

tively.

Step 2: Calculate the remainderBrem(i) of each blockBi using the following equation

Brem(i) = (x
′

i + x
′

i+1) mod 2t (2.10)

then convertBrem(i) into its binary form oft bits. Concatenate the secret data bits to get

secret dataD.

Step 3: Select the next block for data extraction and gotoStep 1.

Step 4: ContinueStep 1to Step 3to extract entire secret data.

Step 5: End.

Example 2.3.1 Consider two pixelsxi = 50 andxi+1 = 56 and the secret messageD = 100.

First calculate the differenced = |50− 56| = 6. Hered belongs to sub-range[0, 7] of the range

tableR. Then computew = (7−0+1) = 8. The number of bitst = blog(8)c = 3, that is3 bits

data is embedded within this pair. Extract3 bits data fromD that is100 and its decimal value

v = 4. Next calculateBrem(i) = (50 + 56) mod 23 = 2. Therefore,d
′
= |2− 4| = 2 andd

′
1 =

(8− |2− 4|) = 6. According torule 6 of Step 3, the new pixel valuesx
′
i = (50 + d2/2e) = 51

andx
′
i+1 = (56 + b2/2c) = 57.

At the time of data extraction, first calculate the differenced
′

= |51 − 57| = 6. Here d
′

falls to sub range[0, 7] of the range tableR. Then computew = (7 − 0 + 1) = 8. The

number of bitst = blog(8)c = 3, that is 3 bits are extracted from this pair. Next calculate

Brem(i) = (51 + 57) mod 23 = 4. Then convertBrem(i) into binary form that is100. So, the

secret messageD is 100. �

After embedding 52,275 bytes of secret data through Wang et al.’s scheme, PSNR is 42.6

(dB). Although, Wang et al.’s method generates better quality of stego image, but using the

histogram analysis one can easily detect the existence of secret message within the stego image.

To solve this problem, Joo et al. [25] proposed a data hiding method through improved modulus

function.
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2.3.3 Joo et al.’s scheme

The data hiding method of Joo et al.’s [25] scheme is different for odd blocks and even blocks.

The embedding procedure of this method is described below:

Input: Cover imageC (M ×N ), Secret messageD, Range tableR.

Output: Stego imageS (M ×N ).

Step 1: Consider a cover imageC of size (M ×N ). At first theC is partitioned into disjoined

blocksBi, {Bi|i = 1, 2, . . . , b(M×N/2)c} in raster scan order where each block contains

two consecutive pixels. Let two pixels arexi andxi+1. Then determine the even blocks

and odd blocks as follows: if (i mod 2) = 1, thenodd block

if (i mod 2) = 0, theneven block
(2.11)

Step 2: The difference valuedi is calculated between two pixelsxi andxi+1 asdi = |xi−xi+1|.

Here,t = blog wc, wheret is the number of embedded bits andwb = ub− lb + 1.

Step 3: Taket bits from dataD and determine its decimal form asv. Then calculateBrem(i)

using the following equation

Brem(i) = (xi − xi+1) mod 2t (2.12)

Now, calculate the parameterZ using the following equation

Z =


v −Brem(i), if |v −Brem(i)| ≤ 2t−1

v −Brem(i)− 2t−1, if |v −Brem(i)| > 2t−1

v −Brem(i) + 2t−1, if |v −Brem(i)| < 2t−1

(2.13)

Step 4: New pixel valuesx
′
i andx

′
i+1 are computed based on the even/odd blocks using the

following equation

(x
′

i, x
′

i+1) =

 xi + p1, if Bi block isodd

xi + p2, if Bi block iseven ,
(2.14)

where,p1 = dZ/2e andp2 = bZ/2c.

Step 5: Computed
′
i = |xi − xi+1|. If d

′
i 6= di, re-adjust the pixel valuesx

′
i andx

′
i+1 to x

′′
i and

x
′′
i+1 respectively. Then calculated

′′
i = |x′′i − x

′′
i+1| so thatd

′
i = di.

37



2.3 Pixel Value Difference (PVD) Data Hiding Methodologies

Step 6: End.

The extraction procedure of Joo et al.’s method is described below:

Input: Stego imageS (M ×N ), Range tableR.

Output: Secret messageD.

Step 1: Partitioned the stego imageS (M × N) into non overlapping blocksBi, {Bi|i =

1, 2, . . . , b(M × N)/2c} in raster scan order where each block contain two consecutive

pixelsx
′
i andx

′
i+1.

Step 2: The differenced
′
i of two pixelsx

′
i andx

′
i+1 is calculated asd

′
i = |x′i − x

′
i+1|. Now

calculatet = blog(w)c, wheret is the number of bits embedded within pixel pair and

w = ub− lb + 1 whered
′
i mapped to range tableR.

Step 3: Calculate the remainderBrem(i) of each blockBi using the following equation

Brem(i) = (x
′

i + x
′

i+1) mod 2t (2.15)

then convertBrem(i) into its binary form oft bits and get dataD.

Step4: End.

Figure 2.2: Range table of Wu and Tsai’s PVD scheme

Example 2.3.2 Consider two pixelsxi = 40 andxi+1 = 45 and the secret messageD = 110.

Assume that this block is odd block. First calculate the differenced = |40 − 45| = 5. Here

d belongs to the sub-range[0, 7] of the range tableR shown in Fig.2.2. Then computew =

(7−0+1) = 8. The number of bitst = blog2(8)c = 3, that is3 bits are embedded into this pair.

Extract3 bits data fromD that is110 and convert it into decimal valuev = 6. Now, calculate

Brem(i) = (40 + 45) mod 23 = 5. Therefore,Z = |6− 5| = 1, since|6− 5| ≤ 23−1 thenp1 =

d1/2e = 1 andp2 = b1/2c = 0. This block is odd so new pixel value arex
′
i = (40 + 1) = 41
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andx
′
i+1 = (45 + 0) = 45.

To recover the secret information first calculate the differenced
′

= |41 − 45| = 4. Here

d
′

mapped to sub range[0, 7] of the range tableR shown in Fig. 2.2. Then computew =

(7 − 0 + 1) = 8. The number of bitst = blog(8)c = 3, that is3 bits secret data are extracted

from this pair. Next calculateBrem(i) = (41 + 45) mod 23 = 6. Then convertBrem(i) into

binary form that is110. So, the secret messageD is 110. �

After embedding 52,275 bytes secret data using this scheme the PSNR is 41.9 (dB). There is a

scope to improve the visual quality of the stego image which is proposed by Chen [11].

2.3.4 Chen’s scheme

Figure 2.3: All combinations of PEU and NPEU in Chen’s scheme for (2×2) block

To improve the quality of stego image, Chen [11] proposed a new PVD based data hiding

method using Pixel Pair Matching (PPM) technique. The cover imageC (M × N ) is divided

into (2×2) non overlapping blocksBi, {Bi|i = 1, 2, . . . , b(M × N)/2c}. In each block two

pixelspi andpi+1 are for pivot embedding unit (PEU) and other pixelspj andpj+1 are for non-

pivot embedding unit (NPEU). The Fig. 2.3 shows all possible combination of PEU and NPEU

of (2×2) blocks. The Fig. 2.4 shows a numerical example of Chen’s data hiding scheme. The

differencedi is calculated between the pixel pair of PEU to determine the number bits to be

embedded within the selected pair as follows.

di = |pi − pi+1| (2.16)

number of data bits that are to be embedded within the NPEU is same as the PEU. They pro-

posed two reference tablesRTm andRTn which can be generated throughm-ary andn-ary

number respectively, wherem andn are two integers wherem < n. A predefined thresholdT
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is used to decide which table is used during data embedding in PEU and NPEU.

R =

 RTm , if di ≤ T

RTn , otherwise
(2.17)

The embedding procedure is described as follows:

Input: Cover imageC (M×N ), Secret dataD, Random seedk, ThresholdT , Reference table

RTm andRTn.

Output: Stego imageS (M ×N).

Step 1: PartitionedC (M × N) into (2×2) disjoined blockBi, {Bi|i = 1, 2, . . . , b(M ×

N)/2c} in raster scan order.

Step 2: PEU and NPEU can be determined through random seedk. Calculate the difference

di using equation (2.16). Selectdi bits from the secret dataD and convert it into decimal

valuev which is embedded through the reference tableRTm andRTn that are decided by

equation (2.17).

Step 3: Search the reference table of co-ordinate(x, y), wherex = pi and y = pi+1 for

matching the value ofv and get new co-ordinate(x
′
, y

′
) which must be nearest to(x, y).

Step 4: If d
′
i = di, thenp

′
i = x

′
andp

′
i+1 = y

′
, whered

′
i = |x′ − y

′|. Otherwise, search the

reference table of co-ordinate(x, y) until d
′
i = di.

Step 5: After data embedding in PEU, next embed data in NPEU. The pixel value of the NPEU

arepj andpj+1. Select nextdi bits from secret messageD and convert into decimal value

vi. Then performStep 3by replacingpi with pj andpi+1 with pj+1. The new pixel pair

is p
′
j = x

′
andp

′
j+1 = y

′
.

Step 6: Select the next block for data embedding.

Step 7: RepeatStep 2to Step 6until all secret data bits are embedded.

Step 8: End.

The extraction procedure is described as follows:

Input: Stego imageS (M ×N), random seedk, thresholdT , reference tableRTm andRTn.

Output: Secret messageD.
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Figure 2.4: Numerical example of Chen’s data hiding scheme

Step 1: Divide the stego imageS into (2×2) non overlapping blockBi, {Bi|i = 1, 2, . . . , b(M×

N)/2c} in raster scan order.

Step 2: PEU and NPEU are determined by the random seedk. Then calculate the difference

d
′
i using following equation

d
′

i = |p′i − p
′

i+1| (2.18)

Retrieve dataw from PEU using reference tableRTm andRTn depending on equation

(2.17). Then convertw into its binary form ofd
′
i bits. In the similar way, data can be

retrieved from NPEU.

Step 3: Select the next block for data extraction.

Step 4: ContinueStep 2andStep 3to extract entire data.
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Step 5: End.

After embedding 54,383 bytes secret data in this scheme, the PSNR is 47.3 (dB).

2.3.5 Comparison of existing schemes

Table 2.3: Comparison of some existing PVD based data hiding methods

Wu and Tsai [69] Zhang and Wang [74] Wang et al. [66] Joo et al. [25] Chen [11]

Image Capacity PSNR Capacity PSNR Capacity PSNR Capacity PSNR Capacity PSNR

Lena 50,894 41.5 50,023 44.3 50,894 43.4 50,894 43.4 52,418 47.5

Baboon 57,028 37.0 53,568 40.4 57,043 40.2 57,043 39.2 57,474 47.1

Boat 52,320 39.6 50,926 42.4 52,490 41.1 52,490 41.0 53,718 47.4

House 52,418 40.0 51,003 42.7 52,572 42.4 52,572 41.5 54,913 47.2

Peppers 50,657 41.5 49,968 43.9 50,885 43.4 50,815 42.5 54,608 47.3

Average 52,204 40.3 50,803 43.1 52,275 42.6 52,275 41.9 54,383 47.3

Figure 2.5: Comparison graph of existing PVD based data hiding methods

Table 2.3 shows the comparison of some existing PVD based data hiding methods. It is

observed that average PSNR and capacity of Wu and Tsai’s [69] method are 40.3 (dB) and

52,204 bytes respectively. In Zhang and Wang’s [66] method, the PSNR is 43.1 (dB) which

is 2.8 (dB) higher than Wu and Tsai’s method but the capacity is 50,803 bytes which is 1401

bytes lower. In Wang et al.’s method average capacity is 52,275 bytes which is higher than

Wu and Tsai’s method and Zhang and Wang’s method and the average PSNR is 42.6 (dB)

which is higher than Wu and Tsai’s method but lower than Zhang and Wang’s method. Joo et

al.’s method has same embedding capacity with Wang et al.’s method but the average PSNR is
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lower. In Chen’s scheme the PSNR is 47.3 (dB) and capacity is 54,383 bytes which is higher

than all other PVD based data hiding methods. Fig. 2.5 shows the comparison graph among

existing PVD based data hiding methods. But all these PVD based data hiding schemes are not

reversible data hiding schemes. There is a scope to develop reversible data hiding scheme using

PVD with higher quality and capacity.

2.4 Difference Expansion (DE)

Difference Expansion (DE) is one of the reversible data hiding schemes proposed by J. Tian

[58]. This is a simple but efficient method. In this method, the difference between two neigh-

boring pixels is expanded for data hiding. Although the average of two pixels remain same after

data embedding the image quality is not enhanced due to the expansion of difference. In 2009,

Lou et al. [44] proposed a multi-layer data hiding scheme based on DE to reduce the difference.

Here, Tian’s and Lou et al.’s DE based data hiding schemes are described.

2.4.1 J. Tian’s scheme

Difference Expansion (DE) procedure for gray-scale images has been proposed by J. Tian [58].

In this method, a cover image is divided into non-overlapping blocks, which contains two con-

secutive pixels. At first, compute the difference between the pixel pair. Then the secret bit is

embedded in the Least Significant Bit (LSB) of the difference value. That means each pair can

hide only one bit secret data. In this method, data can’t be embedded into those blocks where

underflow or overflow problem may occur. For this reason location map is used to represent

those blocks. The embedding procedure is described as follows:

Input: Cover imageC(M ×N ), Secret dataD, Location mapLM .

Output: Stego imageS(M×N).

Step 1: Cover imageC is divided into several blocksCb, {Cb|b = 1, 2, . . . , b(M ×N/2)c} in

raster scan order.

Step 2: Assume that the pixel pair isxi andxi+1. Then the differencedi and averageai is
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calculated using following equation di = |xi − xi+1|

ai = bxi+xi+1

2
c

(2.19)

Step 3: Select one bit dataDi from D. Using the following equation that bit is embedded and

the new differenced
′
i is calculated as follows:

d
′

i = 2× di + Di (2.20)

Step 4: Then the modified pixel pairx
′
i andx

′
i+1 are calculated as follows.

(x
′

i, x
′

i+1) =

 (ai + bd
′
i+1

2
c, ai − bd

′
i

2
c), if xi ≥ xi+1

(ai − bd
′
i

2
c, ai + bd

′
i+1

2
c), if xi < xi+1

(2.21)

Step 5: Select the next block for data embedding.

Step 6: Step 2to Step 5are repeated until all data is embedded.

Step 7: End.

The extraction procedure is as follows:

Input: Stego imageS (M ×N), Location mapLM .

Output: Cover imageC (M ×N), Secret messageD.

Step 1: Stego imageS is divided into several blocksS
′

b, {S
′

b|b = 1, 2, . . . , b(M × N/2)c}in

raster scan order.

Step 2: Then the differenced
′
i and averagea

′
i are calculated using following equation d

′
i = |x′i − x

′
i+1|

a
′
i = b(x′i + x

′
i+1)/2c

(2.22)

Step 3: Extract secret data bitDi from d
′
i usingDi = d

′
i mod 2.

Step 4: Calculate the original differencedi usingdi = bd
′
i

2
c.

Step 5: The original pixel pair isxi andxi+1 is calculated using the following equation

(xi, xi+1) =

 (ai + bdi+1
2
c, ai − bdi

2
c), if x

′
i ≥ x

′
i+1

(ai − bdi

2
c, ai + bdi+1

2
c), if x

′
i < x

′
i+1

(2.23)
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Step 6: Select the next block for data extraction.

Step 7: RepeatStep 2to Step 6until all the data is extracted.

Step 8: End.

Example 2.4.1 Consider pixel pair(xi, xi+1) = (120, 127) and secret messageD is 101. The

differenced = |120− 127| = 7 and averagea = b120+127
2

c = 123. Select one bit dataDi from

D that is1. Now,d
′
= (7 × 2) + 1 = 15. Since120 < 127, thenx

′
i = 123 − b15

2
c = 116 and

x
′
i+1 = 123 + b15+1

2
c = 131.

In the data recovery phase, first calculate the differenced
′

as d
′

= |116 − 131| = 15 and

averagea
′
= b116+131

2
c = 123. Then extract one bit dataDi from d

′
asDi = 15 mod 2 = 1

So,d = b15
2
c = 7. Since116 < 131, soxi = 123−b7

2
c = 120 andxi+1 = 123 + b8

2
c = 127. �

To overcome the underflow or overflow problem,d
′
i must satisfy the following equation. |d′i| ≤ 2× (255− a), if 128 ≤ a ≤ 255

|d′i| ≤ 2× a + 1), if 0 ≤ a ≤ 127
(2.24)

If d
′
i satisfies the above equation, thendi is called expandable otherwisedi is called un-expandable.

So, the number of embedded bits are same as the number of expandable difference. In this

method, data is embedded in one layer. There is a scope to embed secret data in multi-layer but

the quality of the stego image will be affected. To develop multi-layer data embedding scheme,

Lou et al. [44] proposed a Reduce Difference Expansion (RDE) method.

2.4.2 Lou et al.’s scheme

To reduce the difference expansion and improve the visual quality, Lou et al. [44] proposed

a scheme which uses a logarithm transformation function before expanding the difference. In

RDE method, data bits are embedded into multi-layer which increase the hiding capacity. In the

first layer, secret data bits are embedded horizontally in raster scan order. After that secret data

bits are embedded vertically in raster scan order into second layer. Same procedure is applied

until the last layer is processed.
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The differencedi and averageai are calculated using the equation (2.19). Then apply the

logarithm function to reduce the difference as follows.

d
′

i =

 di, if di < 2

di − 2blog2 dic−1, if di ≥ 2
(2.25)

Here a Location Map (LM) has been used to get the original difference. When the difference

value is less than 2, the pixel values remain same and LM is set to 0. When the difference value

is greater than or equals to 2, the pixel values are changed and LM is set to 1. So, the size of

LM is same as the pixel pair. The LM will be send to the receiver during last layer embedding.

Finally, the value of LM is set using the following equation.

LM =

 0, if d
′
i = di

1, if d
′
i 6= di

(2.26)

Then embed one bit secret dataDi taken from secret dataD as follows.

d
′′

i = 2× d
′

i + Di (2.27)

Now, the modified pixel pairx
′
i andx

′
i+1 are as follows.

(x
′

i, x
′

i+1) =

 (ai + bd
′′
i +1

2
c, ai − bd

′′
i

2
c), if xi ≥ xi+1

(ai − bd
′′
i

2
c, ai + bd

′′
i +1

2
c), if xi < xi+1

(2.28)

Now, the extraction procedure is describe below:

First calculate the differenced
′′
i anda

′
i using the following equation. d

′′
i = |x′i − x

′
i+1|

a
′
i = b(x′i + x

′
i+1)/2c

(2.29)

Then extract secret data bitDi from d
′′
i usingDi = d

′′
i mod 2 and calculate the differenced

′
i

asd
′
i = bd

′′
i

2
c.

The original differencedi is calculated using the following equation.

di =

 d
′
i + 2blog2 d

′
ic−1, if LM = 1

d
′
i + 2blog2 d

′
ic, if LM = 0

(2.30)

So, the original pixel pairxi andxi+1 are calculated using

(xi, xi+1) =

 (ai + bdi+1
2
c, ai − bdi

2
c), if x

′
i ≥ x

′
i+1

(ai − bdi

2
c, ai + bdi+1

2
c), if x

′
i < x

′
i+1

(2.31)
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Example 2.4.2 Let us consider pixel pairxi = 120 and xi+1 = 127 and secret messageD

is 101. The differenced = |120 − 127| = 7 and averagea = b120+127
2

c = 123. d
′
i =

7− 2blog2 dic − 1 = 7− 2 = 5 andLM is set to1. Select one bit dataDi from D that is1. So,

d
′′

= 5×2+1 = 11. Since120 < 127, x
′
i = 123−b11

2
c = 118 andx

′
i+1 = 123+b11+1

2
c = 129.

In the data recovery phase, first calculate the differenced
′′

usingd
′′

= |118− 129| = 11 and

averagea
′
= b118+129

2
c = 123. Then extract one bit dataDi fromd

′′
asDi = 11 mod 2 = 1.

So,d
′

= b11
2
c = 5. SinceLM is 1, d = 5 + 2blog2 5c−1 = 5 + 2 = 7. Since118 < 129,

xi = 123− b7
2
c = 120 andxi+1 = 123 + b8

2
c = 127. �

2.5 Exploiting Modification Direction (EMD)

Exploiting Modification Direction (EMD) is a data hiding method where a group ofn pixels

are used as an embedding unit and embed secret digit in(2n + 1) notational system where

n ≥ 2. In 2006, Zhang and Wang [72] proposed EMD method where one pixel is increased or

decreased by 1 during data embedding. In this method, a functionf() is used for embedding

and extracting the secret message. Forn = 2, there are four modification direction. In 2011,

Kieu and Chang [31] proposed fully exploiting modification direction method by improving the

f() function. This method achieves high embedding capacity and good quality stego image.

In 2014, Qin et al. [52] proposed a reversible EMD method using two steganographic images.

This method also achieve high embedding capacity and good quality stego images. Here, three

EMD based data hiding schemes proposed by Zhang and Wang, Kieu and Chang and Qin et

al.’s are discussed.

2.5.1 Zhang and Wang’s scheme

Zhang and Wang’s [72] proposed a data hiding scheme based on Exploiting Modification Di-

rection (EMD). Consider a cover imageC of size (M × N ), whereM is the height andN is

the width of the image. First the pixel values of the cover image are randomly permuted using

a secret key. Then the pixels are divided into several blocks ofn pixels (x1, x2, . . . , xn), where

n ≥ 2. In this method,n cover pixels can hide secret digits in a(2n + 1)-ary notational system.

Before embedding, the secret message is divided into several parts ofk bits using the following
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equation.

k = bm. log2(2n + 1)c (2.32)

wherem is the decimal value ofk bits in a(2n+1)-ary notational system. There are2n possible

ways of modification which may happen for each block ofn pixels. During data embedding

only one pixel of each block is incremented or decremented by 1.

For data embedding, first calculate the functionf() using following equation.

f(x1, x2, . . . , xn) = (x1 × 1 + x2 × 2 + . . . xn × n) mod (2n + 1) (2.33)

When the secret digitsd = f , the pixel value remain the same which means no modification is

required. Whend 6= f , then calculates ass = (d − f) mod (2n + 1). If s < n, then the

pixel value ofxs is increased by 1, otherwise, the pixel value ofx2n+1−s is decreased by 1. In

the extraction process, the receiver can easily extract secret digit by calculating the functionf()

from stego pixel block.

Example 2.5.1 Assume two pixelsx1 andx2 are 113 and120 respectively forn = 2. Secret

messageD = (1011)2. Let m = 1. So,k = b1. log2(2 × 2 + 1)c = 2. Select two bits from

secret message that is(10)2 and convert it into5-ary notational number that isd = (2)5. Now,

calculatef value using equation(2.33) asf(113, 120) = (113 × 1 + 120 × 2) mod 5 = 3.

Since2 6= 3, calculates ass = (2−3) mod 5 = 4. Here,4 ≥ 2, so the pixel value ofx5−4 = x1

that is113 is decreased by1 and we get112. So, new pixel values arex
′
1 = 112 andx

′
2 = 120.

To extract data, calculatef value using equation(2.33). So,f(112, 120) = (112× 1 + 120×

2) mod 5 = 2. Then convertf value into2 bits binary form that is10. �

The PSNR of Zhang and Wang’s method is more than 52 (dB) and the embedding capacity is

(log2(2n + 1))/n (bpp). If n = 2, then embedding capacity is 1 (bpp). To improve the data

embedding capacity, Kieu and Chang [31] proposed a new EMD method which is described

below.

2.5.2 Kieu and Chang’s scheme

The cover imageC is partitioned into non overlapping blocksBi, {Bi|i = 1, 2, . . . b(M ×

N/2)c} using a Pseudo Random Number Generator (PRNG) with a seed valuek. Each block

48



Data Hiding Methodologies 2.5 Exploiting Modification Direction (EMD)

contains two consecutive pixels sayxi andxi+1. Depending on a thresholdT ≥ 2, compute the

number of secret bitst which can be embedded in each block. Then calculate the modifiedf()

function using the following equation.

f(xi, xi+1) = (xi × (T − 1) + xi+1 × T ) mod T 2 (2.34)

The above function generates a mapping matrixH of size(M×N). The element ofxth
i row and

xth
i+1 column inH matrix isf(xi, xi+1), that meansH(xi, xi+1) = f(xi, xi+1). Fig. 2.6 shows

the H matrix whereT = 2. They used a searching elementr, wherer = bT/2c. r is used

to find out the searching area inH matrix for data embedding. The searching area is always

(2× r + 1)× (2× r + 1) square matrix inH matrix where the elementH(xi, xi+1) is located

at the center. The square matrix is defined as

W(2×r+1)×(2×r+1)(T, (xi, xi+1), r) = {H(xi − r + u, xi+1 − r + v) |0 ≤ u ≤ 2× r,

0 ≤ v ≤ 2× r, u 6= v} (2.35)

In some cases, two or more elements are found from searching square matrix that isH(xa, ya),

H(xb, yb) andH(xc, yc). In that situation, the minimum value is taken to improve the stego

image quality using the following formula.

Pmin = minj=a,b,c{|xi − xj|+ |xi+1 − yj|} (2.36)

Finally, the stego pixel pair is(yi, yi+1) = (xj, yj).

Now the data embedding procedure is described below:

Input: Cover imageC (M ×N ), Secret messageD, ThresholdT (2 ≤ T ≤ 23), Seedk.

Output: Stego imageS (M ×N )

Step 1: Cover imageC is divided into blocks of two consecutive pixels using seedk.

Step 2: Generate matrixH of size (M ×N ) using the equation(2.35).

Step 3: Calculate the number of bitst and searching elementr as follows. t = blog2 T 2c

r = bT/2c
(2.37)

Step 4: Select the first block.
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Step 5: Selectt bits from secret messageD and convert it into decimal formv.

Step 6: If v = H(xi, xi+1), then stego pixel pair is same as the original pixel pair that means

(yi, yi+1) = (xi, xi+1). Otherwise, search the square matrix to find the elementH(g, h) =

v. Then the stego pixel pair is(yi, yi+1) = (g, h).

Step 7: Select the next block for data embedding.

Step 8: Step 5to Step 7are repeated until all data is embedded.

Step 9: End.

The extraction procedure is as follows:

Input: Stego imageS (M ×N ), ThresholdT , Seedk.

Output: Secret messageD

Step 1: Stego imageS is divided into blocks of two consecutive pixels using seedk.

Step 2: Calculate the number of bitst which has been extracted from each pair.

t = blog2 T 2c (2.38)

Step 3: Select first block.

Step 4: Extract secret datav by calculatingf() function using following equation.

f(yi, yi+1) = (yi × (T − 1) + yi+1 × T ) mod T 2 (2.39)

Step 5: Convertv into its binary form oft bits.

Step 6: Select the next block for data extraction.

Step 7: Step 4to Step 6are repeated until all data is extracted.

Step 8: End.
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Figure 2.6: Mapping matrix forT = 2 of Kieu and Chang’s data hiding scheme

Example 2.5.2 Let the pixel pair(xi, xi+1) = (2, 3), Threshold valueT = 2 and secret mes-

sageD = 1110. Calculate the number of bitst which are to be embedded. So,t = blog2 22c = 2

andr = b2/2c = 1. Select two bits fromD that is(11)2 and convert it into decimal formv that

means(3)10. Now, embedv within the pixel pair (xi, xi+1) = (2, 3). The Fig. 2.6 shows that

H[2, 3] = 0 that isH[2, 3] 6= v. So search the square matrixW3×3(2, (2, 3), 1) to get an element

equal tov. There are three elements found such asH[1, 3], H[3, 2] andH[3, 4]. According to

equation(2.36), Pmin = min((|2 − 1| + |3 − 3|), (|2 − 3| + |3 − 2|), (|2 − 3| + |3 − 4|)) =

min(1, 2, 2) = 1. So,H[1, 3] is taken and the stego pixel pair becomes(yi, yi+1) = (1, 3).

The recovery process is stated below:

Consider the stego pixel pair is(yi, yi+1) = (1, 3) andT = 2. Calculate the number of bitst

which can be extracted. So,t = blog2 22c = 2. To extract secret data calculatef() value using

equation(2.39). So,f(1, 3) = (1× (2− 1) + 3× 2) mod 4 = 3. Then convertf() value into

2 bits binary form that is11. �

The embedding capacity of Kieu and Chang’s method isblog2 T2c/2 (bpp). If T = 2 then em-

bedding capacity is 1 (bpp) and PSNR is 52.39 (dB).

Although the above two methods give better image quality and higher embedding capacity,

those methods are not reversible that means the cover image can’t be recovered after data ex-

traction. To solve this irreversibility, Qin et al. [52] proposed reversible EMD method using two

steganographic images. In the next section, Qin et al.’s scheme is illustrated.
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2.5.3 Qin et al.’s scheme

Consider cover imageC (M ×N ) for data embedding and generate two steganographic images

S1(M × N) andS2(M × N) after data embedding which are visually similar and are same

in size as the cover image. During data embedding, all pixel values of the first stego image

increase or decrease by 1 like Zhang and Wang’s method. Depending on the cover image and

the first stego image, all pixel values of the second stego image are modified by less than or

equal to(2n + 1), wheren is the number of pixel. On the receiver side, the secret message

can be extracted from two stego images and the cover image can be easily recovered from these

images using some specific rule. First the cover imageC is preprocessed calledCp to overcome

overflow or underflow problem. So, the pixel values of the cover imageC belongs to[0, 2n]

or [255 − 2n, 255] are modified as[2n + 1] or [255 − 2n − 1] respectively. Store the original

pixel value and the co-ordinate of modified pixel to achieve reversibility. An arithmetic coding

is used to compress this information to generate extra information. These extra information are

embedded with the secret message. Now the embedding procedure is described in two phases.

Input: Preprocessed cover imageCp(M ×N ), Secret dataD1 andD2 .

Output: Stego image S1 (M ×N ) and S2 (M ×N ).

Phase 1: Embed secret messageD1 to generate the stego image S1.

Step 1: At first, the preprocessed cover imageCp is divided into non overlapping blocksBj,

{Bj|j = 1, 2, . . . , b(M × N/2)c} in raster scan order where each block contains two

consecutive pixels. Let two pixels arexi andxi+1.

Step 2: Select the first block.

Step 3: Calculate thef() value using following equation

f(xi, xi+1) = (xi × 1 + xi+1 × 2) mod (2n + 1) (2.40)

Step 4: Embed the secret digitd1 ∈ D1 within the pixel pair. Ifd1 is equal tof then the pixel

pair remain same. So,S1i = xi andS1i+1 = xi+1. If d1 6= f then calculates ass =

(d1 − f) mod (2n + 1). If s < n, then the pixel values ofS1i andS1i+1 are calculated

using the following equation S1i+s−1 = xi+s−1 + 1

S1i+n−s = xi+n−s

(2.41)
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else  S1i+2n−s = xi+2n−s − 1

S1i+s−n−1 = xi+s−n−1

(2.42)

Step 5: Select the next block for data embedding.

Step 6: RepeatStep 3to Step 5until all data bits are embedded.

Step 7: End.

Phase 2:Embed secret dataD2 to generate the stego image S2.

Step 1: There are three cases arises between(xi, xi+1) and(S2i, S2i+1). Depending on these

cases the secret messaged2 is embedded. Three cases are mentioned below.
Case 1: xi = S2i andxi+1 = S2i+1

Case 2: xi = S2i andxi+1 6= S2i+1

Case 3: xi 6= S2i andxi+1 = S2i+1

(2.43)

If Case 1 is satisfied then calculate thef() value using equation(2.40). If d2 ∈ D2 is

equal tof() then the pixel pair remain same that isS2i = xi andS2i+1 = xi+1. If d2 6=

f() then calculates ass = (d2 − f) mod (2n + 1). If s < n then the pixel values ofS2i

andS2i+1 are calculated using the following equation. S2i+s−1 = xi+s−1 + 1

S2i+n−s = xi+n−s

(2.44)

else  S2i+2n−s = xi+2n−s + 1

S2i+s−n−1 = xi+s−n−1

(2.45)

If Case 2 is satisfied, then find the value ofp such thatf() value is equal tod2.

d2 = f [xi, xi+1 − p× sign(S1i+1 − xi+1)] (2.46)

where,p is an integer,p ∈ {1, 2, . . . , 5} andsign() return 1 or -1 depending on the value

of (S1i+1 − xi+1). Then the pixel pair(S2i, S2i+1) is computed as S2i = xi

S2i+1 = [xi+1 − p× sign(S1i+1 − xi+1)]
(2.47)
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If Case 3 is satisfied, then find the value ofp such thatf() value is equal tod2.

d2 = f [xi − p× sign(S1i − xi), xi+1] (2.48)

Then the pixel pair(S2i, S2i+1) is computed as S2i = [xi − p× sign(S1i − xi)]

S2i+1 = xi+1

(2.49)

Step 2: RepeatStep 1until all data is embedded.

Step 3: End.

The data and cover image recovery process is as follows:

Input: Stego imageS1 (M ×N) andS2 (M ×N).

Output: Preprocessed cover imageCp (M ×N), Secret dataD1 andD2.

Step 1: Divide the stego imagesS1 andS2 into blocksB1j andB2j, {j = 1, 2, . . . , b(M ×

N/2)c} which contain two consecutive pixels.

Step 2: Secret dataD1 andD2 are extracted from all blocks of the stegoS1 andS2 by calcu-

lating thef() value.

Step 3: Select the blocksB11 andB21 from S1 andS2 respectively.

Step 4: Calculatet using following equation.

t = |(S1i − S2i) + (S1i+1 − S2i+1)| (2.50)

If t = 0 or 1 then the original pixel pair(xi, xi+1) = (S1i, S1i+1).

If t > 1 then there are two cases that may arise.

Case 1:If S1i 6= S2i andS1i+1 = S2i+1 then the pixel pair(xi, xi+1) is computed using

the following equation  xi = S1i − sign(S1i − S2i)

xi+1 = S1i+1

(2.51)

Case 2:If S1i = S2i andS1i+1 6= S2i+1 then the pixel pair(xi, xi+1) is computed using

the following equation. xi = S1i

xi+1 = S1i+1 − sign(S1i+1 − S2i+1)
(2.52)
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Step 5: Select the next block fromS1 andS2.

Step 6: RepeatStep 4to Step 5until cover imageCp is recovered.

Step 7: End.

Then preprocessed imageCp needs to be post-processed to generate the original cover imageC

with the help of some extra information which has been embedded with the secret data.

Example 2.5.3 Let the pixel pair(xi, xi+1) = (10, 12) and secret dataD1 = (11)2 andD2 =

(01)2. So,d1 = (3)5 andd2 = (1)5.

Phase 1: First calculatef value using equation(2.40). So,f(10, 12) = (10 × 1 + 12 × 2)

mod (2 × 2 + 1) = 4. Sincem1 = 3 6= 4, calculates as s = (3 − 4) mod 5 = 4. Here

s > n that is 4 > 2, so according to the equation(2.42), S1i+4−4 = xi+4−4 − 1 that is

S1i = xi − 1 = 10− 1 = 9 andS1i+4−2−1 = xi+4−2−1 that isS1i+1 = xi+1 = 12.

Phase 2:After completion of phase1 data embedding, data is embedded through phase2. Here

thexi = 10, xi+1 = 12 andS1i = 9, S1i+1 = 12. Since10 6= 9 and12 = 12, then case 3 is

satisfied. Calculatep such thatf() value is equal tod2. d2 = f [10− p × sign(9− 10), 12] =

f(10 + p, 12) = f(10 + 2, 12) = (12× 1 + 12× 2) mod 5 = 1. So,p = 2. Now according to

the equation(2.49), S2i = [10− 2× sign(9− 10)] = 12 andS2i+1 = 12.

The recovery process is as follows:

The pixel pair(S1i, S1i+1) = (9, 12) and (S2i, S2i+1) = (12, 12). Now, calculatet using

equation(2.50). So,t = |(9 − 12) + (12 − 12)| = 3. Here3 > 1, 9 6= 12 and12 = 12. So,

case1 is satisfied. According to the equation(2.51), the pixel pairxi = 9 − sign(9 − 12) =

9− (−1) = 10 andxi+1 = 12 has been extracted. �

The PSNR of two stego images S1 and S2 with respect to original image are 52 (dB) and

41 (dB) respectively and the embedding capacity is 1.16 (bpp). To improve the embedding

capacity, Shen and Huang [54] proposed a new data hiding method using PVD and EMD but

this technique is not reversible.

2.5.4 Shen and Huang’s scheme

The cover imageC (M×N ) is divided into non overlapping blocksBi, {Bi|i = 1, 2, . . . b(M×

N/2)c} in raster scan order where the block contains two consecutive pixels. Consider two
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pixels arexi andxi+1. The difference between two pixelsxi andxi+1 is calculated using the

equation.

di = |xi − xi+1| (2.53)

In this approach, a range tableR has been proposed withn contiguous sub-rangeRm, {Rm|m =

1, 2, . . . , n}. Each sub-rangeRm has a lower and a upper bound, namelylb andub respectively.

So, Rm ∈ [lb, ub]. The widthwb is obtained depending on the range tableRm where the

differencedi is mapped, using the equation.

wb = ub− lb + 1 (2.54)

Then calculate parameterT using following equation.

Ti = blog2(wb)c (2.55)

The number of bits to be embedded, denoted byt is calculated using the equation

ti = blog2(T
2
i )c (2.56)

The embedding procedure is describe below:

Input: Cover imageC (M ×N ), Secret dataD, Range tableR.

Output: Stego imageS (M ×N ).

Step 1: Divide the cover imageC into blocks which contain two consecutive pixels.

Step 2: Select the first block.

Step 3: Then compute the differencedi and widthwb using equation(2.53) and equation

(2.54) respectively.

Step 4: CalculateTi andti using equation (2.55) and equation (2.56) respectively.

Step 5: Selectti bits from secret dataD and convert into its decimal valuevi of T 2
i -ary nota-

tional system.

Step 6: Now calculatef() value using the following equation.

f(xi, xi+1) = (xi × (T − 1) + xi+1 × T ) mod T 2 (2.57)
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Step 7: If vi = f(xi, xi+1), then the pixel value remains the same that means no modification

is needed. So,(x
′
i, x

′
i+1) = (xi, xi+1). else ifvi > f(xi, xi+1), then the modified pixel

pair is obtained as x
′
i = xi − [(vi − f(xi, xi+1)) mod Ti]

x
′
i+1 = xi+1 + bvi−f(xi,xi+1)

Ti
c+ [(vi − f(xi, xi+1)) mod Ti]

(2.58)

elsevi < f(xi, xi+1), then the modified pixel pair is obtained as x
′
i = xi − [(f(xi, xi+1)− vi) mod Ti]

x
′
i+1 = xi+1 − bf(xi,xi+1)−vi

Ti
c − [(f(xi, xi+1)− vi) mod Ti]

(2.59)

Step 8: Select the next block.

Step 9: RepeatStep 3to Step 8until all data is embedded.

Step 10: End.

Select pixel pairs which are defined below whendi andd
′
i does not belongs to the same sub-

range of the range tableR, whered
′
i = |x′i−x

′
i+1|. Now, the pixel pairs will be{(x′i−3Ti, x

′
i+1−

3), (x
′
i − 2Ti, x

′
i+1 − 2), (x

′
i − Ti, x

′
i+1 − 1), (x

′
i + Ti, x

′
i+1 + 1), (x

′
i + 2Ti, x

′
i+1 + 2), (x

′
i +

3Ti, x
′
i+1 + 3)} So, the selected pixel pair is called(x

′′
i , x

′′
i+1) such thatdi andd

′
i belong to the

same sub-range. Overflow or underflow problem may occur when the pixel pair(x
′′
i , x

′′
i+1) does

not belongs to[0, 255]. To solve this problem, determine the new pixel pair(x∗i , x
∗
i+1) which is

closest to(xi, xi+1). This can be computed using the following optimization function.

Minimize: (xi − x)2 + (xi+1 − y)2;

Subject to:f(x, y) = vi; Div(di) = Div(d∗i )

wheredi = |xi − xi+1|, d∗i = |x− y| andDiv(di) is the division wheredi belongs to.

The recovery process is described below:

Figure 2.7: Range table of Shen and Huang’s data hiding scheme
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Input: Stego imageS (M ×N ), Range tableR.

Output: Secret dataD.

Step 1: Divide the stego imageS into blocks which contain two consecutive pixels.

Step 2: Select first block. Assume that the stego pixel pair is(x
′
i, x

′
i+1).

Step 3: Then compute the differenced
′
i asd

′
i = |x′i − x

′
i+1|.

Step 4: Calculatewb of sub rangeRm where the differenced
′
i is belongs.

Step 5: CalculateTi andti using equation (2.55) and equation (2.56) respectively.

Step 6: Extract secret messagevi by calculatingf value using the following equation.

vi = f(xi
i, x

′

i+1) = (x
′

i × (T − 1) + x
′

i+1 × T ) mod T 2 (2.60)

Step 7: Convertvi into its binary form ofti bits.

Step 8: Select the next block.

Step 9: RepeatStep 3to Step 8until all data is extracted.

Example 2.5.4 Consider two pixelsxi = 122 andxi+1 = 135 and the secret dataD = (110)2.

First calculate the differenced = |122− 135| = 13. Hered belongs to the sub range[8, 15] of

the range tableR shown in Fig.2.7. Then computew = (15− 8 + 1) = 8. CalculateT asT =

blog2(8)c = 3. The number of bitst = blog2 32c = 3, that means3 bits are embedded within

this pair of pixel. Extract3 bits data fromD that is(110)2 and its decimal valuev = (6)10. Then

calculatef value using equation(2.57). So,f(122, 135) = (122×(3−1)+135×3) mod 32 =

1. Since6 > 1, according to equation(2.58) x
′
i = 122 − [(6 − 1) mod 3] = 120 and

x
′
i+1 = 135 + b6−1

3
c+ [(6− 1) mod 3] = 135 + 1 + 2 = 138.

Here,d = 13 andd
′
= |120 − 138| = 18 does not belong to the same sub-range. Choose any

one pixel pair out of six such thatd andd
′
belong to the same sub-range that is[8, 15]. So, the

pixel pair is(120 + 2× 3, 138 + 2) = (126, 140).

On the receiver side first calculated
′
= |126−140| = 14. So,d

′
belongs to the sub range[8, 15]

of the range tableR. Then computew = (15− 8 + 1) = 8. CalculateT asT = blog2(8)c = 3.

The number of bitst = blog2 32c = 3. To extractv calculatef function using equation(2.60)
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asv = f(126, 140) = (126× (3− 1) + 140× 3) mod 32 = 6. Convertv into binary form of

3 bits that is(110)2. �

After embedding maximum amount of secret data within cover image the payload is around

1.56 (bpp) and the PSNR of stego image of size(512× 512) is around 41.67 (dB).

Table 2.4: Comparison of existing EMD based data hiding methods

Zhang and Wang [72] Kieu and Chang [31] Qin et al. [52] Shen and Huang [54]

Image bpp PSNR bpp PSNR bpp PSNR bpp PSNR

Lena 1 52.09 1.5 49.88 1.16 46.72 1.53 42.46

Baboon 1 52.10 1.5 49.89 1.16 46.73 1.69 38.88

F16 1 52.12 1.5 49.89 1.16 46.72 1.59 41.89

Barbara 1 52.11 1.5 49.89 1.16 46.73 1.62 40.15

Boat 1 52.10 1.5 49.90 1.16 46.73 1.55 41.60

Goldhill 1 52.11 1.5 49.89 1.16 46.72 1.54 41.40

Peppers 1 52.11 1.5 49.89 1.16 46.38 1.52 43.49

Bridge 1 52.04 1.5 49.86 1.16 46.50 1.58 41.72

Average 1 52.1 1.5 49.89 1.16 46.72 1.56 41.67

2.5.5 Comparison of existing schemes

Figure 2.8: Comparison graph of existing EMD based data hiding methods

Table 2.4 shows the comparison of existing EMD methods. It observed that the capacity of

Zhang and Wang’s method is 1 (bpp) and the average PSNR is 52.1 (dB) whenn = 2. In Kieu
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and Chang’s method, the capacity is 1.5 (bpp) and PSNR is 49.89 (dB) whens = 3. Qin et

al.’s method has lower PSNR 46.72 (dB) than Kieu and Chang’s method when capacity is 1.16

(bpp). Shen and Huang’s method has highest capacity 1.56 (bpp) than other three data hiding

methods and average PSNR is 41.67 (dB). Fig. 2.8 shows the comparison graph of existing

EMD based data hiding methods.

2.6 Weighted Matrix based data hiding

Westfeld [67] introduced matrix based data embedding technique using Hamming code. It em-

bedr-bits secret data through modification one bit of (2r − 1) least significant bit in the host

image. The embedding efficiency increases with the increase ofr while the payload decreases

contrarily. In order to increase the embedding efficiency and payload simultaneously, an ex-

tended F5 algorithm is proposed by Fan et al. [13]. They come up with a brand new idea

to realize the aim through addingn-layer extension and modifying the form of original hash

function. A secure data hiding scheme for binary image using a key matrixK and a weighted

matrix W has been proposed by Tseng et al. [64] which can hide only2 bits secret data within

a (3 × 3) pixel block. Fan et al. [14] proposed an improved efficient data hiding scheme us-

ing weighted matrix for gray scale image which can hide four bits secret data within a(3 × 3)

block. Both the aforesaid matrix based data hiding schemes, only one modular sum of entry-

wise-multiplication operation (⊗) between weighted matrixW and(3 × 3) pixel block of the

original image has been performed. Using only one embedding operationr-bits secret data can

be embedded within a block by modifying only one bit. High data embedding capacity and

reversibility is still an important research issues in data hiding through weighted matrix. Here

Tseng’s and Fan’s weighted matrix based data hiding schemes are discussed.

Figure 2.9: Example of Weighted Matrix for (a)r = 2 and (b)r = 3
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2.6.1 Tseng et al.’s scheme

Tseng et al. [64] proposed a data hiding scheme using binary image (BI). They partitionedBI

into non-overlapping blocks (Bi) of size (m × n). Number of bits (r) to be embedded within

each block are calculated using following equation.

2r − 1 ≤ (m× n) (2.61)

A binary key matrix (K) and integer weighted matrix (W ) of the same size asBi are to be

shared by sender to receiver before data communication.

The criterion of preferringW is that each element of matrix is arbitrarily allotted a value from

the combination(0, 1, 2, . . . , 2r−1 + 1) and each element appears at least once inW , wherer

denotes the number of secret bits which will be embedded within each block of cover image

Bi. Fig. 2.9 shows an example of weighted matrixW . The main working formula of Tseng’s

scheme is:

SUM((Bi ⊕K)⊗W ) mod 2r = (b1b2 . . . br)2 (2.62)

where⊕ denotes bitwise exclusive-OR operation between image block and key matrix, and⊗

denotes entry-wise-multiplication operation between result of⊕ operation and weighted matrix.

The SUM function return the summation value of all the elements of matrix((Bi ⊕ K) ⊗

W )m×n. (b1b2 . . . br)2 are the result ofmod value between summation result and2r. The main

goal is to modifyBi so that the modulo result (b1b2 . . . br)2 will be a secretr bits data. If modulo

result already gives the value equals to secret data then no modification will be required inBi.

The numerical example of Tseng’s data embedding and data extraction procedure is shown in

Fig. 2.10. According to the principal, the result ofSUM((Bi ⊕ K) ⊗ W ) mod 2r equals to

data bits. In Fig. 2.10 it is shown that the modulo result is(4)2 which is not equal to data

(5)2. So, modification ofBi to B′i is required during data embedding. The modification will be

done at thed-th location ofBi that has been calculated using equation (2.63). Here,d = 1, so

complement the pixel value at locationBi[x, y], if W [x, y] = d (hereW [1, 1] = 1, soBi[1, 1]

is flip to 0 and getsB′i[1, 1] = 0).

d = (b1b2 . . . br)2 − SUM [(Bi ⊕K)⊗W ] mod 2r (2.63)

Since sender modify each block of image matrix so that each block has to follow the main prin-

ciple of data hiding using weighted matrix stated in equation (2.63). At the time of extraction,
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Figure 2.10: Numerical example of Tseng’s data hiding scheme

receiver calculateSUM [(Bi⊕K)⊗W ] mod 2r to get the hidden message because each block

of B′i satisfies the principal. So, receiver will collect the secret data from the modulo result.

2.6.2 Fan et al.’s scheme

Fan et al. [14] suggested a weighted matrix based data hiding scheme using gray scale image.

An (m × n) integer weighted matrixW will be shared by sender and receiver before data

communication. The criterion of preferringW is that each element of matrix is arbitrarily

allotted a value from the combination(0, 1, 2, . . . , 2r−1 + 1) and each element appears at least

once inW , wherer denotes the number of secret bits those will be embedded into each block

of cover imageBi. Next, it will embedr data bits, sayb1b2 . . . br into image blockBi using the

following equation

d = (b1b2 . . . br)2 − SUM(Bi ⊗W ) mod 2r, (2.64)
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where⊗ denotes entry-wise-multiplication operator andi = 1, 2, . . . , NB, whereNB is the

number of blocks. The functionSUM(.) represents the modular summation of all the entries

of matrix (Bi ⊗W ). If d is equal to zero modulo2r thenBi is intact; otherwise, modifyBi to

B
′
i to satisfy the following equation

SUM(B
′

i ⊗W ) = b1b2...br(mod 2r) (2.65)

The receiver can deriveb1b2 . . . br by computingSUM(B
′
i ⊕ W ) (mod 2r). The scheme in-

Figure 2.11: Numerical example of Fan et al.’s data hiding scheme

creases the data embedding capacity in a block of size (m× n) to blog2(2×m× n)c.

Example 2.6.1 The Fig 2.11 shows embedding and extraction process through a numerical

illustration. Bi is the image block, which is performed sum of entry-wise-multiplication with the

weighted matrix (W ) and we get the SUM which is6295. Observe that(6295 mod 16) ≡ (7)10

which is not equals to4 bits secret data that is(1010)2, so need to computed value using
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equation(2.64). Calculated = (10 − 7)10 = (3)10. NowBi is modified toB′i by changing

the pixel valueBi(1, 3) = 161 to B′i(1, 3) = 162. The location(1, 3) is chosen because of

W (1, 3) = d. B′i is now stego pixel block.

During extraction we perform only⊗ operation betweenB′i andW then find that the operation

satisfies the principal of data embedding as mentioned in equation(2.64). So using modulo

operation the data(10)10 has been extracted that is shown in Fig. 2.11. �

The key matrix(K) and weighted matrix(W ) are used in Tseng’s scheme but in Li Fan’s

scheme they only use weighted matrix(W ) (which may be considered as shared secret key).

Another difference is that, in Tseng’s scheme,⊕ and⊗ operation are used but in case of Li

Fan’s work, only⊗ operation is used.

2.7 Image Interpolation

Image interpolation is one of the simplest computational techniques for image enlargement.

This method normally generates high resolution image from its present resolution. The image

will be enlarged in size by adding extra pixels which is known as interpolated pixels. The in-

terpolated pixel is estimated by the help of present neighbor pixel values. At the time of data

hiding only interpolated or additional pixels are modified but non interpolated or original pixel

values are not effected. This technique is reversible and hidden data can be extracted success-

fully. Interpolation follows the technique of Nearest Neighbor Interpolation (NNI) where inter-

polated pixels are estimated by the nearest pixel value. In 2009, Jung and Yoo [26] proposed

a method of image interpolation named Neighbor Mean Interpolation (NMI), where additional

pixels are adjusted by adjacent pixel. In 2012, Lee and Huang [38] proposed image Interpola-

tion by Neighboring Pixel (INP) scheme where neighbor pixel values are calculated to set the

additional pixel values. In 2014, Tang et al. [57] proposed Capacity Reversible Steganography

(CRS) that calculate additional pixel values with the help of a proposed formula. The interpo-

lation technique is widely used in medical image processing, remote sensing and digital photo

film scanning method. Here Jung and Yoo’s, Lee and Huang’s and Tang et al’s. scheme has

been explained.
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2.7.1 Neighbor Mean Interpolation (NMI)

NMI calculates the mean of neighboring pixels and inserted into a newly allocated pixel using

image interpolation shown in Fig. 2.12. On the pixelI(i, j), the pixelC(i, j) is calculated using

Figure 2.12: Neighbor Mean Interpolation (NMI) scheme with an example

equation (2.66), where0 ≤ j ≤ i andm andn, = 0, 1, . . . , 127. andk represents coefficient

value of scaling-up, here it is defined as 2.

C(i, j) =


I(i, j), if i = k.m, j = k.n

(I(i, j − 1) + I(i, j + 1))/k, if i = k.m, j = k.n + 1

(I(i− 1, j) + I(i, j))/k, if i = k.m + 1, j = k.n

(I(i− 1, j − 1) + C(i− 1, j)

+C(i, j − 1))/(k + 1), otherwise

(2.66)

Using NMI method, calculate a difference value using four non overlapping consecutive pixel

value using

d = C(k.x + β, k.y + δ)− C(k.x, k.y), (2.67)

where0 ≤ x, y ≤ 127 andβ, δ is 0 or 1 andk is a scaling factor. Then the number of bits which

is possible to embed is calculated by

n = blog2 |d|c. (2.68)

To embedn−bit the new pixelC
′
(i, j) is computed using
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C ′(i, j) = C(i, j) + b, (2.69)

whereb is the integer value ofn bit secret data. To extract the hidden message equation (2.70)

has been used, where0 ≤ j ≤ i andx, andy, = 0, 1, . . . , 127. andk represents coefficient

value of scaling-up factor, here it defined 2.

b =


C

′
(i, j)− (C

′
(i, j) + C

′
(i, j))/k, if i = k.x, j = k.y

C
′
(i, j)− (C

′
(i, j) + C

′
(i, j + 1))/k, if i = k.x, j = k.y + 1

C
′
(i, j)− (C

′
(i, j) + C

′
(i + 1, j))/k, if i = k.x + 1, j = k.y

C
′
(i, j)− (k.C

′
(i, j) + C

′
(i, j + 2)/k

+C
′
(i + 2, j)/k)/(k + 1), otherwise

(2.70)

The PSNR in NMI approach is higher than 35 (dB) with high volume data embedded that is

4,25,199 bits.

2.7.2 Interpolating with Neighboring Pixel (INP)

In 2012, Lee and Hung [38] proposed reversible data hiding using Interpolation by Neighboring

Pixels (INP). In this method, using equation (2.71) generate the scaling-up image as proposed

by Jung and Yoo [26].

C(i, j) =


I(i, j), if i = k.m, j = k.n

(I(i, j − 1) + (I(i, j − 1) + I(i, j + 1))/k)/k, if i = k.m, j = k.n + 1

(I(i− 1, j) + (I(i− 1, j) + I(i, j))/k)/k, if i = k.m + 1, j = k.n

(I(i− 1, j − 1) + (I(i− 1, j − 1) + C(i− 1, j)

+C(i, j − 1))/(k + 1))/k, otherwise

(2.71)

Figure 2.13: Interpolating with Neighboring Pixel (INP) with an example
In INP approach, they calculate the difference value between a pivot and its neighboring non-

pivot pixel. The greater the difference, greater the number of secret bits embedded. They use
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(3 × 3) overlapping block to enhance the embedding capacity shown in Fig. 2.13. In INP

approach, they achieve payload between 1.29 to 2.27 (bpp) where PSNR varies 20.49 to 22.45

(dB) for different(512× 512) image [38].

2.7.3 High Capacity Reversible Steganography (CRS)

The CRS algorithm works based on the equation (2.72), which takes some advantages of the

difference of similar properties neighboring pixels which are shown in Fig. 2.14. The CRS is

applied to produce a(m× n) cover imageC from (m/2× n/2) sized original image.

Figure 2.14: Capacity Reversible Steganography (CRS) with an example

Imin = min {C(i, j), C(i + 2, j), C(i, j + 2), C(i + 2, j + 2)}

Imax = max {C(i, j), C(i + 2, j), C(i, j + 2), C(i + 2, j + 2)}

AD = 3 X Imin+Imax
4

C(i, j) = I(i, j)

C(i, j + 1) =
AD+(C(i,j)+C(i,j+2))/2

2

C(i + 1, j) =
AD+(C(i,j)+C(i+2,j))/2

2

C(i + 1, j + 1) =
(C(i,j)+C(i+1,j)+C(i,j+1)

3
,

(2.72)

wherei = 2 × m, j = 2 × n; m andn = 0, 1, 2, . . . , k. Then CRS calculate the difference

valued1, d2 andd3 pixelsC(i, j + 1), C(i + 1, j) andC(i + 1, j + 1) respectively. When the

differences are obtained then calculate the length of secret bit using

nk = blog2 dkc, k = 1, 2, 3 (2.73)

Finally, stego imageS can be obtained using
S(i, j) = C(i, j)

S(i, j + 1) = C(i, j + 1)− b1

S(i + 1, j) = C(i + 1, j)− b2

S(i + 1, j + 1) = C(i + 1, j + 1)− b3

(2.74)
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wherei = 2×m, j = 2×n; m andn = 0, 1, 2, . . . , 127. The extraction process is the reverse of

embedding process. Table 2.5 shows the comparison of existing image interpolation methods.

In CRS method they achieved average PSNR 33.85 (dB) with average payload 1.79 (bpp).

Table 2.5: Comparison of existing image interpolation methods

NMI [26] INP [38] CRS [57]

Image PSNR (dB) Capacity (bpp) PSNR (dB) Capacity (bpp) PSNR (dB) Capacity (bpp)

Image 01 32.82 1.12 32.96 1.81 32.35 2.20

Image 02 33.10 0.96 33.60 1.45 33.05 1.82

Image 03 31.65 1.28 32.24 1.97 32.42 2.41

Image 04 31.56 1.34 32.27 2.04 32.38 2.20

Image 05 32.15 0.75 32.54 1.79 32.57 2.25

Image 06 29.70 1.91 30.22 2.13 30.66 2.02

Image 07 33.68 1.40 34.33 1.39 34.73 1.79

Image 08 33.70 0.94 34.31 1.42 34.65 1.57

Image 09 33.80 0.82 34.41 1.26 34.75 1.72

Image 10 33.35 1.63 30.73 2.03 31.08 2.05

2.8 Dual Image based data hiding

Data can be hidden not only in a single image but also in a dual image. Dual-image techniques

have often been used recently. Dual image based data hiding technique can copy a cover image

into two similar stego images to enhance the overall embedding capacity. Furthermore, these

schemes can increase the security in data hiding schemes. Without two stego images being

simultaneously obtained, it is impossible for illegal persons to extract the complete secret mes-

sage. The concept of dual image based data hiding scheme can be treated as a special case of

secret sharing. In this section, we have discussed some recently developed dual-image based

data hiding schemes.

2.8.1 Chang et al.’s scheme

In 2007 Chang et al. [5] introduced dual image based data hiding technique. In this method, they

considered 4 bits secret data and converted it into two digitsw1 andw2 in a base-5 notational

system. Then a pixel pair(x, y) has been considered from the cover image and embed two digits

within that pair. Two sets of stego pixel pairs(x
′
, y

′
) and(x

′′
, y

′′
) are generated after modifying

68



Data Hiding Methodologies 2.8 Dual Image based data hiding

the pixel pair using the magic matrix(MM). The element ofMM belongs to [0, 4]. Two sets

of diagonal linesDL1 andDL2 are obtained through theMM . Each diagonal line has five

candidate elements and they intersect each others. The diagonal lines are computed using

DL1 = {MM(x + 2, y − 2), MM(x + 1, y − 1), MM(x, y),

MM(x− 1, y + 1), MM(x− 2, y + 2)}

DL2 = {MM(x + 2, y + 2), MM(x + 1, y + 1), MM(x, y),

MM(x− 1, y − 1), MM(x− 2, y − 2)}

(2.75)

If the pixel valuesx or y is less than 2 or greater than 253 then pixel pair can not be used for

data embedding. In that situation, the stego pixel pair(x
′
, y

′
) = (x, y) and(x

′′
, y

′′
) = (x, y).

Embedding secret dataw1 usingDL1, meansw1 is mapped with the candidate element ofDL1.

These mapping pixels are the stego pixel pair(x
′
, y

′
). Embedding secret dataw2 usingDL2,

meansw2 is mapped with the candidate element ofDL2. This mapping pixels are the stego

pixel pair(x
′′
, y

′′
).

At the receiver end, the magic matrixMM is known. So, the receiver can easily extract the

secret message from the stego pixel pairs using the magic matrixMM and recover the original

image using two sets of diagonal linesDT1 andDT2 which are calculated as

DT1 = {MM(x
′
+ 2, y

′ − 2), MM(x
′
+ 1, y

′ − 1),

MM(x
′
, y

′
), MM(x

′ − 1, y
′
+ 1), MM(x

′ − 2, y
′
+ 2)}

DT2 = {MM(x
′′

+ 2, y
′′

+ 2), MM(x
′′

+ 1, y
′′

+ 1),

MM(x
′′
, y

′′
), MM(x

′′ − 1, y
′′ − 1), MM(x

′′ − 2, y
′′ − 2)}

(2.76)

The original pixel pair(x, y) has been regarded as the pixel pair of the candidate element where

DT1 andDT2 intersect. In this method, the embedding capacity is 1 (bpp) and PSNR is 45.11

(dB) for Stego 1 and 45.12 (dB) for Stego 2 image.

2.8.2 Lee and Huang’s scheme

In 2013, Lee and Huang [34] proposed a RDH scheme. based on orientation combination tech-

niques. Consider 5 bits from the secret message and get its decimal value. If the decimal value

belongs to range [16, 24] then that 5 bits secret data is possible to embed. During data embed-

ding, first convert 5 bits data into two digitsw1 andw2 in a base-5 notational system. Otherwise,
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4 bits data are to be embedded. So, convert 4 bits data into two digitsw1 andw2 in a base-5 nota-

tional system. Then select a pixel pair(p, q) from the cover image and generate major pixel pair

(pm, qm) and auxiliary pixel pair(pa, qa) wherepm = pa = p andqm = qa = q. Now,w1 is em-

bedded within pixel pair(pm, qm) using a specified rule base and generate major stego pixel pair

(p
′
m, q

′
m). Similarly, w2 is embedded within pixel pair(pa, qa) using a specified rule base and

generate auxiliary stego pixel pair(p
′
a, q

′
a). After embedding secret data, pixel values increase

or decrease by at most 1. Then using a secret key bit stream distribute the pixel pair among

dual image. To enhance security, a key streamk = k1, k2 . . . , whereki ∈ {0, 1}. If ki=1, then

(p
′
m, q

′
m) is stored in the first stego image and(p

′
a, q

′
a) is stored in the second stego image. Ifki =

0,then(p
′
m, q

′
m) is stored in the second stego image and(p

′
a, q

′
a) is stored in the first stego image.

At the receiver end, the receiver can fetch the pixel pair using key bits stream. Then retrieve

secret message bits using another specified rule. In this method, the embedding capacity is 1.07

(bpp) and PSNR is 49.76 (dB) for Stego 1 and 49.56 (dB) for Stego 2.

2.8.3 Chang et al.’s scheme

In 2013, Chang et al. [10] proposed a reversible data hiding scheme where data bits are embed-

ded based on the Magic matrix. Magic matrixMM is computed using.

F (x, y) = (x + 3× y) mod 9 (2.77)

wherex andy are two pixels andF (x, y) is referred as secret message. All elements of magic

matrix belongs to [0, 8]. Take a pixelx from cover image and copy it intoy. Then fetchn bits

secret data from secret message and convert it into decimal formdec, wheren = 4. Then check

the decimal valuedec is equal to 8 or not. Ifdec = 8, then embedn bits data otherwise embed

(n − 1) bit data. Then check the element of the magic matrix of the corresponding pixel pair.

If it is equal to secret data then the stego pixel pair is same as the original pixel pair. Otherwise

replace the current pixel pair(x, y) by a pixel pair whose element of the magic matrix is equal

to secret data. The stego pixel pair(x
′
, y

′
) is produced by changing at mostk in current pixel

pair (x, y), wherek ∈ [0, 4]. The pixelx
′
is stored into the first stego image and the pixely

′
is

stored into the first stego image. If the pixelx is increased byk then the pixely is decreased by
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k. On the receiver side, receiver can extract the secret message using the following equation

dec = (x
′
+ 3× y

′
) mod 9 (2.78)

Then we check the decimal value which is greater than 7 or not. If it is greater than 7 then

convert it inton bits binary form otherwise covert into(n − 1) bits binary form. The original

pixel is recovered by computing the average of two stego pixels. In this method, the embedding

capacity is 1.53 (bpp) and PSNR is 39.89 (dB) for Stego 1 and 39.89 (dB) for Stego 2.

2.8.4 Lu et al.’s scheme

In 2015, Lu et al. [45] proposed a data hiding technique based on central folding strategy. First

selectn bits data from secret message and convert it into decimal formdec. To avoid image

distortiondec is reduced by central folding strategy and generatedec
′

asdec
′

= dec − 2n−1.

Wheredec is a folded secret symbol andn is the number of bits. Whendec < 2n−1, dec was

represented as a negative number. Whendec = 2n−1, it was represented as 0. Whendec > 2n−1

it was expressed as a positive number. Now, take a pixelx from the original image and embed

secret digitdec
′
. So, the stego pixel pairx

′
andx

′′
can be calculated using the following formula x

′
= x + bdec

′

2
c

x
′′

= x + ddec
′

2
e

(2.79)

The pixelx
′
is stored into stego imageS1 and the pixelx

′′
is stored into stego imageS2. Secret

data can not be embedded into those pixels which do not belong to the range[2n−1, 256−2n−1].

During data extraction, first we check whether stego pixelsx
′
andx

′′
are equal or not. If they are

equal and do not belong to range[2n−1, 256− 2n−1] then there is no secret message. Otherwise

secret message is extracted from stego pixels. First calculate the differencedec
′
anddec using

the following equation.  dec
′
= x

′ − x
′′

dec = dec
′
+ 2k−1

(2.80)

The original pixel is recovered by computing the average of two stego pixels using the formula.

x = dx
′
+ x

′′

2
e (2.81)

In this method, the embedding capacity is 1 (bpp) and PSNR is 49.89 (dB) for Stego 1 and

52.90 (dB) for Stego 2 image whenk = 2.
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2.8.5 Comparison of existing schemes

Table 2.6: Comparisons of existing dual image based data hiding methods

Methods Measures Images

Lena Peppers Boat Goldhill Zelda Baboon

Chang et al. [5]

PSNR(1) 45.12 45.14 45.12 45.13 45.13 45.11

PSNR(2) 45.13 45.15 45.13 45.14 45.11 45.13

PSNR(Avg.) 45.13 45.15 45.13 45.14 45.12 45.12

Capacity(bpp) 1 0.99 1 1 0.99 0.99

Lee and Huang [34]

PSNR(1) 49.76 49.75 49.76 49.77 49.77 49.77

PSNR(2) 49.56 49.56 49.57 49.57 49.58 49.56

PSNR(Avg.) 49.66 49.66 49.67 49.67 49.68 49.77

Capacity(bpp) 1.07 1.07 1.07 1.07 1.07 1.07

Chang et al. [10]

PSNR(1) 39.89 39.94 39.89 39.9 39.89 39.91

PSNR(2) 39.89 39.94 39.89 39.9 39.89 39.91

PSNR(Avg.) 39.89 39.94 39.89 39.9 39.89 39.91

Capacity(bpp) 1.53 1.52 1.53 1.53 1.53 1.53

Qin et al. [52]

PSNR(1) 52.11 51.25 51.11 52.11 52.06 52.04

PSNR(2) 41.34 41.52 41.57 41.34 41.57 41.56

PSNR(Avg.) 46.72 46.39 46.84 46.72 46.82 46.80

Capacity(bpp) 1.16 1.16 1.16 1.16 1.16 1.16

Lu et al. [45]

PSNR(1) 49.89 49.89 49.89 49.90 49.89 49.89

PSNR(2) 52.90 52.92 52.90 52.90 52.88 52.87

PSNR(Avg.) 51.40 51.41 51.40 51.40 51.39 51.38

Capacity(bpp) 1 0.99 1 1 0.99 0.99

Table 2.6 shows the comparison of existing dual image based data hiding methods. We

observed that Chang et al.’s method [5] and Lu et al.’s method [45] has same payload 1 (bpp)

but the average PSNR of Chang et al. method [5] is lower than Lu et al.’s method [5]. The

average PSNR of Lee and Huang method [34] is 49.66 (dB) and payload is 1.07 (bpp), which

is more than Chang et al.’s method [5]. In Chang et al.’s method [10] the payload is 1.53 (bpp)

which is greater than Lee and Huang’s method [34] but the PSNR is 39.90 (dB) which is lower

than Lee and Huang’s method [34]. Qin et al.’s method [52] has higher PSNR 46.72 (dB) than

Chang et al.’s method [10] but the payload is 1.16 (bpp) which is lower than Chang et al.’s

method [10]. Fig 2.15 shows the comparison graph among existing dual image based reversible

data hiding methods.
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Figure 2.15: Comparison graph of existing dual image based data hiding schemes

2.9 Steganalysis and Steganographic Attacks

The art of discovering a secret message within a suspected image is called steganalysis. The

goal of steganalysis is to gather enough evidence about the presence of embedded message and

to break the security of its carrier. The importance of steganalytic techniques that can reliably

detect the presence of hidden information in images is increasing. Most data hiding schemes

leave some clues to detect the hidden message from stego media, those are not perfectly secure.

The steganalyst try to find out the presence of message within stego media in various ways. The

way is divided into two categories-Targeted and Blind. Some of targeted steganalysis are Visual

attack, Statistical attack and Structural attack etc. and one of the important blind steganalysis is

RS analysis [16].

2.9.1 RS Analysis

The RS analysis was proposed by the J. Fridrich [18]. It is the first quantitative analysis of LSB

steganography. In RS analysis method, first the stego image is divided into disjoint groupsG of

n adjacent pixels(x1, . . . , xn). Each pixel value is in a setP that isP = {0, 1, . . . , 255}. Here

each group consists of 4 consecutive pixels in a row. A discrimination functionf that returns a

real numberf(x1, . . . , xn) ∈ R to each pixel groupG = (x1, . . . , xn). The main goal is the use

the discrimination function to identify theSmoothnessor Regularity of each group of pixels
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G. The discrimination functionf is defined as follows

f(x1, . . . , xn) =
n−1∑
i=1

|xi+1 − xi| (2.82)

An invertible functionF which operates onP is calledflipping . Flipping consists of two-cycles

which permutes the pixels value. So,F 2 = Identity or F (F (x)) = x for all x belongs toP .

Flipping the LSB of each pixel value and the corresponding permutationF1 is 0 ↔ 1, 2 ↔

3, . . . , 254 ↔ 255. Another function, named shift LSB flipping and treated asF−1. So, the

permutationF−1:(−1) ↔ 0, 1 ↔ 2, . . . , 255 ↔ 256. In other words,F−1 flipping can be

defined as below

F−1(x) = F1(x + 1)− 1, for all x . (2.83)

There are three types of groupsRegulargroups,Singulargroups andUnusablegroups which

are defined depending on the discrimination functionf and the flipping operationF . Depending

on the condition groups are defined below.
G ∈ Regular if f(F (G)) > f(G)

G ∈ Singular if f(F (G)) < f(G)

G ∈ Unusable if f(F (G)) = f(G)

(2.84)

where,F (G) = (F (x1), . . . , F (xn)). The flipping operation will be executed with the help

of a mask valueM which is an tuples with values -1, 0, and 1. The flipped groupFM(G) is

defined asFM(1)(x1), FM(2)(x2), . . . , FM(n)(xn). The RS analysis based on analyzing how

the number of regular and singular groups changes with the increased message length embedded

in the LSB plane. Then calculate the value of RS analysis using the following equation.

(|RM −R−M |+ |SM − S−M |)/(RM + SM) (2.85)

where,RM andR−M is the total number of regular group with maskM and−M respectively.

SM andS−M are the total number of singular group with maskM and−M respectively. If

value ofRM ' R−M andSM ' S−M , then the method is secure. Also, when the value of RS

analysis is close to 0 that means the method is secure.

2.9.2 Relative Entropy

To measure the security of a data hiding method one can calculate relative entropy (the dif-

ferences) between the probability distribution of the original image and the stego image which
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has been calculated by following equation (2.86). Letpm andqn be probability measures for

original imageI and stego imageS respectively. The relative entropy distanceD(S||I) (also

known as Kullback-Leibler distance) is defined as follows

D(S||I) =
∑

qn(x)log
qn(x)

pm(x)
, (2.86)

when relative entropy between two probability distribution functions is zero then the system is

perfectly secure. D(S||I) is a nonnegative continuous function and equals to zero if and only if

pm andqn coincide. Thus D(S||I) can be naturally viewed as a distance between the measures

pm andqn. Relative entropy of the probability distribution of the original imageI and the Stego

imageS vary depending upon number of bits of secret message. When the number of characters

in the secret message is increasing, the relative entropy is increasing.

2.9.3 Statistical Analysis

When two variables are considered in a bivariate data, say these two variables to be correlated

if the change in the value of one is related to the change in the value of other. Correlation may

be of two types:

(i) If the increase in the value of one variable brings on average the increase in the value of the

other variable, then these two variables are said to be positively correlated.

(ii) If the increase in the value of one variable brings on average the decrease in the value of

the other variable, then these two variables are said to be negatively correlated.

In a scatter diagram, in most of the cases, it is noticed that the points plotted in a diagram are

more or less concentrated in the neighborhood of a curve which is called regression curve. In

the case of simple regression that is when the two regression curve are linear then their degree of

collinearity is measured by a quantity known as correlation coefficient(CC) and it is generally

denoted byρxy.

Let (x1, y1), (x2, y2), . . . , (xn, yn) be a set ofn pairs of observations in a bivariate distribution

having two variablesx andy. Then the correlation coefficientρxy between the two variablesx

andy is defined as follow.

ρxy =
Cov(x, y)

σx, σy

, (2.87)
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where,Cov(x, y) = 1
n
.

n∑
i=1

(xi − x̄)(yi − ȳ) is called the co-variance between (x, y) and x̄ =

1
n

n∑
i=1

xi, ȳ = 1
n

n∑
i=1

yi. Hereσx and σy are the standard deviation(SD) of xi and yi, i =

1, 2, . . . , n. σx =
√

1
n

∑
x2

i − x̄2 andσy =
√

1
n

∑
y2

i − ȳ2.

2.9.4 Histogram Attack

Figure 2.16: Example of Histogram Attack

A new steganalytic attack has been proposed by Jeremiah J. Harmsena [22] in 2003. The

attack based on the fact that noise adding in the spatial domain corresponds to low-pass filtering

of the histogram. Histogram of cover image is represented ash whereas histogram of stego

image is represented ash
′
. The change of histogram can be measured by

Dh =
255∑

m=1

|h′

m − hm| (2.88)

For example, Fig.2.16 describes the histogram of the cover image and stego image and their

difference histograms. The stego image is produced from cover image employing the maximum

data hiding capacity.
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2.9.5 Brute Force Attack

Figure 2.17: Example of Brute Force Attack

To retrieve the secret data from stego image adversaries may guess the required parameters

on trial and error basis. The scheme will be secure if it prevents retrieval by possible malicious

attacks. For example, consider the Fig.2.17 which shows the example of getting noise like

secret data when applied wrong parameters to revel the hidden message. The scheme should

be designed in such a manner that if the malicious attacker holds the original image and stego

image and is fully aware of the proposed scheme, the hidden message still cannot be correctly

revealed without knowing the required parameters.
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Chapter 3

Reversible Data Hiding (RDH) using

Hamming code
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3.1 Introduction

Communication through data hiding is useful in various applications such as copyright protec-

tion, covert communication, content authentication, forensic tracking, tamper detection, own-

ership identification and many other human centered approaches. Reversible data hiding is

attracting much attention from the researcher due to its progressive applications in different ar-

eas like health care, military communication and law enforcement. In recent years, the demand

of efficient, secure and reversible hidden data communication is increasing. In the literature,

it is found that no such schemes exist, where reversibility has been considered in data hiding

through Hamming code.

In this chapter, secret message bits are embedded within LSB of the cover image through

error creation caused by tamper in any position except secret position and error position has

been detected at the receiver end with the help of Hamming code. Here, two different Ham-

ming code based data hiding approaches are proposed. The first approach is irreversible data

hiding scheme through Hamming code using single image and other one is reversible data hid-

ing scheme through Hamming code using dual image. In single image approach, one shared

secret position has been used during data embedding and extraction. Where as in dual image

approach, one shared secret position and one shared secret key have been used for data embed-

ding and data extraction.

In the first approach, secret message bits are embedded within LSB layer of cover image

through error creation. Errors are created in two different bit positions of a row in LSB block

where one is at the secret position and other one at a suitable location for error creation. The

suitable location is the position of a row in LSB layer which is opposite of the data bit. That

means if the data bit is 1 then the position of a row in LSB layer which contain 0 is the suitable

location or vice versa. The receiver can successfully retrieve the secret message using shared

secret position, but it is hard for an adversary to retrieve the secret message without secret key

because errors have been created in two different places in a row of LSB block which is also

hard to detect through Hamming code. To enhance embedding capacity, three LSB layers (LSB,

LSB+1 and LSB+2) have been used to embed secret message bits within cover image. The re-

ceiver can detect and correct the error with the help of Hamming error correcting code. This
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is a partial reversible data hiding scheme using Hamming code (PRDHHC) where receiver can

recover Hamming adjusted cover image but cannot recover original cover image.

In the second approach, reversible data hiding schemes using Hamming code (RDHHC) have

been proposed using dual image. In this approach, one shared secret position and one shared

secret key has been used. The shared secret position is used to create error in a row of LSB layer

and shared secret key is used to distribute stego block between two stego images. To achieve

reversibility through dual image, two indexes (Index 1 and Index 2) have been introduced to

choose redundant bits from each row of LSB layers. The RDHHC provides secure hidden data

communication using Hamming code where receiver extracts secret data and recovers original

image successfully. To enhance the data hiding capacity, three LSB layers (LSB, LSB+1 and

LSB+2) have been used. All these proposed methods can create errors in two different locations

in every row of LSB layer and the receiver can detect and correct the error at data embedding

position with the help of Hamming error correcting code. Dual image is used to recover the

original cover image successfully after extracting secret messages.

Four data hiding schemes have been proposed in this chapter. Two partial reversible data

hiding schemes have been proposed using single image where LSB layer and three LSB layers

(LSB, LSB+1, LSB+2) are used for data hiding. The payload of these two schemes are 0.142

(bpp) and 0.426 (bpp) for LSB and three LSB layers respectively. But these single image based

schemes are not reversible. To achieve reversibility, another two methods have been proposed

using dual image where two indexes (Index 1 and Index 2) are introduced to choose redundant

bits from each image. Both one LSB layer and three LSB layers are also used to hide data

through error creation. The data hiding capacity is same as that of the previous schemes. The

advantage of dual image based data hiding is that without having two stego images simulta-

neously it will be hard to the adversary to retrieve secret data. This is a special case of secret

sharing.
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3.2 Partial Reversible Data Hiding using (7,4) Hamming Code

(PRDHHC)1

In this section, a Partial Reversible Data Hiding scheme using (7,4) Hamming Code (PRDHHC)

with secret position (κ) has been proposed. In this scheme, the original cover image(I) has been

partitioned into(7 × 7) pixel block and LSB has been collected. Then redundant bits (1st, 2nd

and4th positions) of each row has been adjusted using odd parity. Repeat this process for all

(7× 7) blocks of cover image and generate parity adjusted cover image(C). Now calculate the

secret positionκ = (δ mod 7) + 1, whereδ is a shared secret key. The bit at the secret position

is complemented first then find a suitable location to insert data bit through error creation at any

bit positions except the secret position. For the next row, theκ is updated by the data embedding

position (ω) of the previous row. Repeat this process to embed secret message bits within the

selected block. For each new block, theκ is updated byκi+1 = (κi × δ × ω) mod 7 + 1,

wherei = 0, 1, 2, 3, . . . ,NB, andNB is the number of blocks. Continue this process to embed

all secret data bits within the cover image and produce stego image.

At the receiver end, the LSBs of(7× 7) block of stego image has been considered and com-

plement the bit at the secret position (κ) which is calculated usingκ = (δ mod 7) + 1, where

δ is a shared secret key. Then apply Hamming error correcting code to detect the error position

for secret data bit. After finding the error, fetch the data bit from the error location (ω) and this

(ω) has been considered as the secret position (κ) for next row. Before proceeding to the next

row, complement the bit at the error location (ω) to recover Hamming adjusted cover image.

The extraction process will be stopped when receiver found the error at theκ position only. The

proposed PRDHHC scheme extracts hidden message and recovers Hamming adjusted cover im-

age successfully by complement bits at both theκ andω positions but can not recover original

cover image, that is to say, the scheme is partially reversible. As per Kirchhoff’s principle, ev-

eryone knows the algorithm but the secrecy depends on the key. In this scheme, a shared secret

key (δ) is applied to enhance security through Hamming code based data hiding scheme.

1Minor Review Submitted inMultimedia Tools and Application , Springer, Impact Factor 1.346, with title

Partial Reversible Data Hiding Scheme using (7,4) Hamming Code
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An adversary can find the secret position by trial and error method without knowing secret

key δ, because the secret position values lie within 1 to 7 only. But in every block, a new secret

position has been assigned. As a result, for a(512× 512) image the total number of blocks are

b512
7
c×b512

7
c = 73×73 = 5329. So, number of trials required to find secret positions for every

block are5329× 7 = 37, 303.

Without secret position it is hard to retrieve hidden message by applying Hamming error

correcting code because it cannot detect multiple errors in a single row. Here, we assume that

one can use more than one secret positions in a single row of each block and in every row the

secret position(κ) is updated by applying predefined formulaκi+1 = ((κi × δ) mod 7) + 1,

whereδ is a shared secret key. The possible number of secret positions are given below:

Corollary 3.2.1 In each block, the number of secret positions are7!, when more than one secret

positions are considered in a single row. �

Corollary 3.2.2 The secret positions has been updated for every row of each block usingκi+1 =

((κi × δ) mod 7) + 1, whereδ is the shared secret key. The number of blocks in a(m × n)

image arem× (n/7). �

Corollary 3.2.3 Total number of secret positions arem× (n/7)×7!, For example, In a(512×

512) image the number of possible secret positions are(512× 512/7)× 7! = 37376× 5040 =

188, 375, 040. �

3.2.1 Data Embedding Process

The schematic diagram of proposed PRDHHC data embedding scheme is shown in Fig.3.1.

The original image is shown in Fig.3.1(a). The corresponding gray value of(7×7) pixel block

and their LSBs are shown in Fig.3.1(b) and3.1(c) respectively. The redundant bitsr1, r2 and

r3 are adjusted using odd parity which is shown in the Fig.3.1(d). During data embedding, a

shared secret keyδ is used to calculate secret positionκ usingκ = (δ mod 7) + 1. The data bit

embedding and secret position updating process are shown in Fig.3.1(f). Here, bit in orange

color represents the bit modification for secret position and bit in green color represents the

bit modification for secret message.(1/0) represents the previous/changed bit in that position

shown in Fig.3.1. After that a final LSB matrix of the stego image is produced which is shown
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Figure 3.1: The schematic diagram of data embedding process in PRDHHC

in Fig. 3.1(g). The LSB matrix is finally updated into stego image. The following algorithm

(Algorithm 1) describes the data embedding process.

3.2.2 Data Extraction Process

At the receiver end, the stego image has been partitioned into blocks of size (7 × 7) pixels and

then collect LSBs. The corresponding stego image, their pixels of first block and corresponding

LSB matrix are shown in Fig.3.2(a), 3.2(b) and3.2(c) respectively. Here, consider that the

secret position (κ) is 3 which is calculated using shared secret keyδ. The extraction process
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Input: Original imageI, Secret message bitsD and a shared secret keyδ, secret positionκ is calculated using (κ) = (δ mod 7)+1;

Output: Stego imageS ;

Step 1: Partition the original imageI into (7× 7) pixel block and repeatStep 2for each block;

Step 2: count = 1;

for i = 1 to 7 do

Apply odd parity to adjust redundant bits (r1, r2 andr3) for ith row of LSB matrixRl;

end

Step 3:

for i = 1 to 7 do

(a) Complement theκth position ofith row of Rl ;

(b) Embed theDcount in ith row of Rl through error creation

if Dcount == 0 then

Create an error by complement at any suitable position(ω) of Rl which contain 1 exceptκ position;

end

{* When suitable position is not available *}

if ((Dcount == 0) & ith row of (Rl == 0)) then
Setω← 1;

end

if Dcount == 1 then

Create an error by complement at any suitable position(ω) of Rl which contain 0 exceptκ position;

end

{* When suitable position is not available *}

if ((Dcount == 1) & ith row of (Rl == 1)) then
Setω← 7;

end

(c) κ is updated byω for data embedding in next row ofRl;

(d) count = count + 1;

end

Step 4: If all data bits are embedded then gotoStep 5, otherwise, select new blockRl = Rl+1 and gotoStep 3using

κi+1 = (κi × δ × ω) mod 7 + 1, wherei = 0, 1, 2, 3, . . . ,NB , andNB is the number of blocks;

Step 5: Update image matrixR according to modifiedRl matrix to produce the stego image;

Step 6: End;

Algorithm 1: Data embedding process of PRDHHC

from the first row of the first block and extracted secret message bits are shown in Fig.3.2(d).

The Hamming adjusted recovered LSBs of cover image is shown in Fig.3.2(e). Final recov-

ered Hamming adjusted cover image is shown in the Fig.3.2(f). The extraction process will

be stopped when the receiver finds an error at theκ location. It is possible when no data bits are

embedded at the sender site and receiver try to find out the error after complementing the bit at

theκ location. Naturally, error has been found at theκ location only. After extracting the secret

data bits, receiver complements both position bits, one for secret position and another for the

data embedding position, which generates hamming adjusted cover image. The bits changed

using odd parity are not fully recovered at the receiver end, that is to say, this scheme is partially
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Figure 3.2: The schematic diagram of data extraction process in PRDHHC

reversible. The message extraction process is described using Algorithm2.

Time Complexity: The time complexity of this proposed data embedding and extraction algo-

rithm are calculated here. During adjustment of three redundant bits using odd parity within a

selected block it is required to traverse thrice in a row which takes(3× 7) times. For a block it

takes(3× 7× 7) and for a (m×n) image it takes(3×m/7×n/7) times. So, the required time

complexity of this algorithm isO(mn) as statedStep 2in Algorithm 1. Now, to embed secret

data bits in LSB again it visit each 7 bits in a row twice, one for finding secret position and an-

other for finding secret message bits position. So, it takes(2×7) for each row and(2×7×7) for

a block. Hence, the required time complexity for(m×n) image is(2×m/7×n/7) = O(mn).

The total time complexity during data embedding is equal to2×O(mn) ≡ O(mn).
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Input: Stego imageS, shared secret keyδ.

Output: The secret message bitsD, Hamming adjusted cover imageC

Step 1: Divide the stego imageS into (7× 7) blocks and convert each block into LSB matrixSl, wherel = 1, 2, ..., (m/7× n/7),

Calculateκ = (δ mod 7) + 1

Step 2:

for i=1 to 7 do

(a) Complement the bit at theκth position ofith row in Sl matrix ;

(b) Find error position (ω) using odd parity,r(1×3) ← Sl wherer is the redundant value calculated by odd parity;

(c) ω ← decimal(r(1×3)), whereω indicate data embedding position;

if ((ω 6= 0) & (ω 6= κ)) then

Di← Sl(ω);

end

{* For no error found* }

if ((ω == 0)&(Sl == 0)) then

Di← Sl(1); ω ← 1;

end

{* For no error found* }

if ((ω == 0)&(Sl == 1)) then

Di← Sl(7); ω ← 7;

end

{* For stop execution *}

if (ω == κ) then

gotoStep 4;

end

{* When no data bits are embedded through error creation, So(ω == κ) *}

(c) Complement bit at the error location;

(d) κ is updated by error position (ω);

end

Step 3: SelectSl = Sl+1 gotoStep 2using new secret positionκj+1 = (κj × δ × ω) mod 7 + 1, wherej = 0, 1, 2, 3, . . . ,NB

andNB is the number of blocks.;

Step 4: End;

Algorithm 2: Data extraction process of PRDHHC

The time complexity to calculate the syndrome value in Hamming +1 and in Hamming +3

schemes isO(mn). But to detect and correct the errors using Hamming error correcting code,

it takesO(mn log(mn)). So, the total time complexity in Hamming +1 and in Hamming +3

schemes isO(mn) + O(mn log(mn)) that isO(mn log(mn)). For the image of the same size

of row and column, that ism = n, the complexity will beO(n2 log(n)) which is same with

our approach. At the time of extraction, we simple find the location of secret position and then

apply Hamming error correcting code to find the data embedding position. To find the secret

position in a row of a selected block, it required only seven comparisons and for a(m × n)
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image block it tooks(m/7 × n/7) = O(mn). Then to find the error using Hamming error

correction code, it has the time complexityO(mn log(mn)). So, the total time complexity is

O(mn) +O(mn log(mn)) to extract the hidden data and recover the partial cover image.

3.2.3 Experimental Results and Comparisons

The gray scale image of size(512× 512) pixel has been used as cover image in this experiment

which is shown in Fig3.3. Distortion of stego image from cover image can be evaluated by

Figure 3.3: Standard cover images and generated stego images in PRDHHC

means of two parameters namely, Mean Square Error(MSE) and Peak Signal to Noise Ratio

(PSNR). The MSE is calculated using

MSE =

m∑
i=1

n∑
j=1

(x(i, j)− y(i, j))2

m× n
, (3.1)

wherem andn denote the total number of pixels in the horizontal and the vertical dimensions

of the image.x(i, j) represents the pixels in the original image andy(i, j) represents the pixels

of the stego image. The Peak Signal to Noise Ratio(PSNR) is calculated by

PSNR = 10 log10
2552

MSE
(3.2)
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Table 3.1: PSNR(dB) of stego image with data embedding capacity in PRDHHC

Cover image(I) Secret data (bits) PSNR (dB) Avg. PSNR (dB)

Lena (512× 512)

4,096 61.68

59.5516,384 59.09

37,376 57.89

Barbara (512× 512)

4,096 61.09

59.4316,384 59.25

37,376 57.97

Tiffany (512× 512)

4,096 61.81

59.5316,384 59.01

37,376 57.77

Pepper (512× 512)

4,096 61.39

59.2916,384 59.21

37,376 57.28

Gold hill (512× 512)

4,096 60.71

59.2316,384 59.16

37,376 57.83

Table 3.2: PSNR(dB) of images before and after data embedding in PRDHHC

Cover image(I) PSNR of (I & S) PSNR of (I & C) PSNR of (C & S)

Lena(512× 512) 57.89 52.45 54.58

Barbara(512× 512) 57.97 51.52 53.58

Tiffany (512× 512) 57.77 52.48 54.57

Pepper(512× 512) 57.28 51.97 53.43

Gold hill (512× 512) 57.83 50.82 52.23

Higher the values of PSNR, better the image quality. The analysis in terms of PSNR between

original image and stego image has given promising results which are shown in Table 3.1.

The PSNR of this scheme is nearer to 57 (dB) which is measured after embedding 37,376

bits within (512 × 512) images. Again, the quality of images are measured after redundant

bits adjustment and data embedding. The cover image(C) is produced after redundant bits ad-

justment and stego image(S) is produced after secret bit embedding within the adjusted cover

image. The original cover image(I), stego image(S) and redundant bits adjusted cover image

(C) are considered to study the analysis which are shown in Table 3.2. In this experiment, it

has been observed that PSNR of (C & S) is more than PSNR of (I & C), which implies that the

quality is not degraded much when data bits are embedded during error creation with respect to

the changes made during redundant bits adjustment. It is found that redundant bits adjustment
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cost is more than the error creation for secret data bits. The{PSNR of (I & C) - PSNR of (I &

S)} is the effect of redundant bits adjustment and{PSNR of (C & S)- PSNR of (I & S)} is for

changes made due to data embedding. The probability of the recovered and unrecovered bits

during data extraction has been explained below:

Consider the size of the blockB is (7 × 7), redundant bits in each blocks areRb (7 × 3)

and data bits in each blocks areDb (7× 4). The maximum possible number of bits changes in

a block during odd parity adjustment areRb (7 × 3). The maximum possible number of bits

changes in a block during error creation isCb (7 × 2), because two errors are created in every

row of the block, which are recovered during data extraction. So, the probability of unrecov-

ered bits areB−Db

B
= Rb

B
= 21

49
=0.43 and the probability of recovered bits after data extraction is

28
49

=0.57. In Hamming +1,k + 1 bits of message are embedded in2k pixels and in Hamming

+3 schemes,k + 3 bits of message are embedded in2k − 1 pixels. For an example, 7 bits of

message can be embedded within 64, 49, 15 pixels in Hamming +1, our approach and Hamming

+3 respectively. So, our approach is better than Hamming +1 but worse than Hamming +3 in

terms of data embedding rate.

The visual quality of this approach is compared with Westfeld’s Matrix Coding [67], Zhang

et al.’s Hamming+1 [73], Kim et al.’s Hamming+3 [29], Kim et al.’s DHHC scheme [28] and

Lien et al.’s DDHHC scheme [41] which are shown in Table 3.3.

Table 3.3: Comparison of PRDHHC with other existing schemes in terms of PSNR (dB)

Cover image(I) Matrix Coding Hamming +1 Hamming +3 DHHC DDHHC PRDHHC

Lena(512× 512) 56.05 52.43 48.22 31.95 37.96 57.89

Barbara(512× 512) 54.65 48.60 48.22 31.95 37.90 57.97

Tiffany (512× 512) 53.40 47.46 48.20 31.49 35.43 58.77

Pepper(512× 512) 54.01 47.26 48.20 31.89 37.37 58.28

Gold hill (512× 512) 57.02 53.73 48.21 31.94 37.97 57.83

In DHHC and DDHHC schemes they use MPSNR to calculate visual quality as they used

halftone images in their experiment but gray scale images are used in our proposed scheme.

Again five gray scale images of size(512×512) has been used to compare visual quality with

Westfeld’s Matrix Coding (MC) [67], Zhang et al.’s Hamming+1 [73], Kim et al.’s Hamming
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+3 [29] schemes, Nearest Code (NC) [8], and Cao et al.’s Scheme [4] shown in Table 3.4

Table 3.4: Comparison of PRDHHC with recently developed scheme in terms of PSNR (dB)

Images MC Hamming+1 NC Hamming+3 Cao et al.’s Scheme PRDHHC

Lena(512× 512) 56.05 52.43 47.02 48.22 51.14 57.89

Barbara(512× 512) 54.65 48.60 47.01 48.22 51.15 57.97

Tiffany (512× 512) 53.40 47.46 47.03 48.20 51.15 58.77

Pepper(512× 512) 54.01 47.26 47.02 48.20 51.14 58.28

Gold hill(512× 512) 57.02 53.73 47.02 48.21 51.14 57.83

It is observed that PSNR of PRDHHC is more than other existing schemes which is nearer

to 58 (dB). The PSNR is1.84 (dB) more than Matrix Coding and10 (dB) more that Hamming

+3 and Nearest Coding. Also, PRDHHC has been compared with most recently developed Cao

et al.’s scheme [4] published in 2016 and shown that the PRDHHC is 6 (dB) more than that.

Hamming +3 is lower PSNR than Hamming +1 due to the higher embedding capacity which is

shown in Table 3.4.

Figure 3.4: Comparison graph of PRDHHC with existing schemes in terms of PSNR (dB)

From the Fig.3.4, we concluded that after embedding maximum number of bits within the

cover image, the PSNR in PRDHHC scheme is more than other existing schemes. As a result,
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visual quality of proposed PRDHHC is better than other existing schemes.

3.2.4 Steganalysis

Steganalysis is the art of discovering whether or not a secret message exists in a suspected

image. Steganalysis does not however consider the successful extraction of the message. Here,

we have analyzed our generated stego image using RS analysis, statistical analysis and compute

the results of relative entropy.

3.2.4.1 RS Analysis

The results of RS analysis shown in Table 3.5. After embedding 37,376 bits within Lena (512×

512) image it is observed that the values ofRM = 6304,R−M = 5947,SM = 4983,S−M = 5029

and the corresponding RS value is 0.0357 which is nearly equal to zero. Thus ruleRM
∼= R−M

andSM
∼= S−M is satisfied for the stego image in this scheme. The experimental result of other

tested images also satisfing the said rules for RS analysis. So, the proposed method is secure

against RS attack.

Table 3.5: Experimental results of RS analysis in PRDHHC

Cover image(I) Data (bits) Stego image(S)

RM R−M SM S−M RS value

Lena(512× 512)

4096 7118 7107 3551 3594 0.0051

16384 6768 6851 3944 3895 0.0123

37376 6304 5947 4983 5029 0.0357

Barbara(512× 512)

4,096 5627 5607 4067 4098 0.0011

16,384 5563 5476 4291 4337 0.0135

37,376 5636 5439 4717 4589 0.0314

Tiffany (512× 512)

4,096 5897 5875 5076 5131 0.0070

16,384 5893 5815 4960 5105 0.0205

37,376 6018 5813 5107 5313 0.0369

Pepper(512× 512)

4,096 6458 6451 6312 6213 0.0083

16,384 6325 6236 6102 5824 0.0295

37,376 6304 6076 6015 5814 0.0348

Gold hill (512× 512)

4,096 5002 4996 5044 4965 0.0084

16,384 5012 4876 5003 4856 0.0282

37,376 5468 5252 5124 4954 0.0364
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3.2.4.2 Relative Entropy

The results of relative entropy are shown in Table 3.6. After embedding 37,376 secret bits

Table 3.6: Experimental results of relative entropy in PRDHHC

Cover image (I) Data (bits) Entropy of(I) Entropy of(S) Relative entropy

Lena(512× 512)
16,384 7.4451 7.4492 0.0041

37,376 7.4451 7.4520 0.0069

Barbara(512× 512)
16,384 7.0480 7.0520 0.0040

37,376 7.0480 7.0580 0.0100

Tiffany (512× 512)
16,384 7.2925 7.2974 0.0049

37,376 7.2925 7.2996 0.0071

Pepper(512× 512)
16,384 7.2767 7.2798 0.0031

37,376 7.2767 7.2821 0.0054

Gold hill (512× 512)
16,384 7.2367 7.2409 0.0042

37,376 7.2367 7.2427 0.0060

within Lena image, the relative entropy is 0.0041 which is nearer to zero. It is also shown that

when the number of bits in the secret message increases, the relative entropy also increases.

The relative entropy nearer to zero implies the proposed scheme is secure.

3.2.4.3 Statistical Analysis

The proposed scheme is also assessed based on statistical distortion analysis by some image

parameters like standard deviation (SD)(σ) and correlation coefficient (CC)(ρ) to check the

impact on image after data embedding. Theσ before and after data embedding andρ of original

and stego image are summarized in Table3.7. Minimizing parameter difference is one of the

Table 3.7: Experimental results of SD (σ) and CC (ρ) in PRDHHC

Image SD (σ) CC (ρ)

Cover image(I) Stego image(S) (I) versus(S)

Lena(512× 512) 47.8385 47.4358 0.9864

Barbara(512× 512) 38.3719 37.8500 0.9820

Tiffany (512× 512) 61.5978 61.1221 0.9913

Pepper(512× 512) 52.1356 51.2587 0.9908

Gold hill (512× 512) 58.8723 57.2854 0.9867

primary aims in order to get rid of statistical attacks. From Table3.7 it is seen that there is no

substantial divergence between the standard deviation of the cover image and the stego image.

Theσ of original image is 47.8385 and theσ of stego image is 47.4358, and the difference is
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0.4027 for lena image. Theρ of Lena image between the original cover imageI and stego image

S is 0.9864 which implies the change in the original image will result in a change in the same

direction in the stego image. So it is hard to locate the embedding position in the stego image.

This study shows that the magnitude of change in stego image based on image parameters is

small from the original image. Since the image parameters have not changed much, the method

offers a good concealment of data and reduces the chances of the secret data being detected.

Thus, it indicates a perfectly secure steganographic system. But the scheme is not reversible.

3.3 Dual Image based Reversible Data Hiding using (7,4) Ham-

ming code (DRDHHC) 2,3

To achieve reversibility, a new dual image based data hiding scheme through (7,4) Hamming

code (RDHHC) using shared secret key has been proposed. A block of seven pixels and their

Least Significant Bits (LSBs) are collected from cover image and copied into two arrays then

redundant bits are adjusted using odd parity such that any error creation is encountered at the

sender end and recovered at the receiver end. Before data embedding, it is required to com-

plement the bit at shared secret position. After that, secret message bit is embedded through

error creation caused by tamper in any suitable position except secret position and that error

is detected as well as corrected at the receiver end using Hamming error correcting code. One

shared secret positionκ and one shared secret keyξ helps to perform data embedding, data

extraction operation. The secret data and original cover image are successfully recovered at the

receiver end from dual stego image.

The schematic diagram of data embedding process is depicted in Fig.3.5. During data

embedding, a special situation may arise where no suitable location is available for data em-

bedding. In that case, spacial location has been fixed depending on the value of secret data bit

and the value of LSB bits in the array. The corresponding example is shown in Fig. 3.6. The

2Published in the proceedings of the International Congress on Information and Communication Technology

(ICICT - 2015), Advances in Intelligent Systems and Computing, Springer, Vol. 439, pp.495-504, with title

Reversible Data Hiding through Hamming Code using Dual Image.
3Minor Review Submitted inMultimedia Tools and Application , Springer, Impact Factor 1.346, with title

Dual Image based Reversible Data Hiding Scheme using (7,4) Hamming Code.
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diagram of secret data extraction and cover image reconstruction process is shown in Fig.3.7.

The corresponding pseudo code for data embedding and data extraction are given in Algorithm

3 and Algorithm4 respectively.

3.3.1 Data Embedding Process

Figure 3.5: Schematic diagram of data embedding process in DRDHHC

First, we collect7 consecutive pixels from the cover image(C). Then collect LSBs of those

pixels and copy it into two arraysM andA. Then we adjust redundant bits of both the arrays

separately using odd parity check. The redundant bitsr1, r2 andr3 of M array are adjusted
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based on the number of1s present in the bit positions which are mentioned in Index1 of Fig.

3.5. For example, ther1 bit is set to1 if the number of1 present in the bit positions at3, 5 and

7 of M array are even. The redundant bitsr1, r2, r3 andr4 of A array are also adjusted and

updated in the bit positions at3, 5, 6 and7 of A array depending upon the number of 1 present

in the bit positions mentioned in Index2 of Fig. 3.5. Two shared secret keysδ andξ are used

to enhance security. The secret positionκ is calculated usingκ = (δ mod 7) + 1, whereδ is a

shared secret key. Theκ is used during data embedding process andξ is used during distribution

of pixel block among dual image.

After adjustment of all redundant bits in both the arrays, complement the bit atκ-th position

(here it is4 in Fig. 3.5) of theM , then embed secret data bit(D) (here it is1) by error creation

in any suitable position except the secret position (κ). Here, any position from3, 5, 6 and7 will

be a suitable position for data embedding using error creation because these positions contain

zero and we try to embed one. Now, create error at any suitable position by complementing the

value at that position (here it is3 shown in Fig. 3.5). As a result, the data embedding position

ω is updated by 3. IfM contain all 0s and data bit is 1 then create error at any suitable position

exceptκ position and setω accordingly but ifM contains all 0s and data bit is also 0 then it

is not possible to create error by complementing because no suitable positions are available.

In that case, the position 1 has been considered as the data embedding position and setω =

1 without creating any error by complement. It is noted that all elements of the arrayM can

not be 1 after parity bits adjustment using odd parity by Index 1 of Fig. 3.5, but there is a

possibility to be all 0 after complement the bit at the 7-th position. The possible cases when

no error creation is possible and condition for completion of execution are explained in Fig. 3.6.

Now, the data embedding position (ω) of M is used as secret position (κ) during data embed-

ding in arrayA. Then we perform same data embedding procedure onA to embed next data bit

by error creation. After creating error at secret position, create another error to embed data bit,

and2, 4, 6 and7 bit positions are the suitable ones (here it is2 in Fig. 3.5). If all elements ofA

are 1, and data bit is 0 then it is possible to create an error at any suitable position excludingκ-th

position and then setω accordingly. If all elements ofA are 1 and data bits are also 1 then it is

not possible to create an error by complement. In that case, the position 7 is the data embedding
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Figure 3.6: Special cases (a) Data embedding (b) Data extraction (c) Stop execution

position and setω = 7 without creating any error. It is noted that all elements of the arrayA

can not be 0 after parity bit adjustment using odd parity through Index 2 in Fig. 3.5, but all bits
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Input: Cover imageC of size(m× n), Shared secret keyδ and another secret keyξ, Secret data D.

Output: Two stego images namely Stego Major (SM
′
) and Stego Auxiliary (SA

′
) each of size(m× n).

Step 1: Calculate secret positionκ = (δ mod 7) + 1, whereδ is a shared secret key;

Step 2:Ci
(1×7)

← C(m×n) , wherei = 1, 2, 3, . . . , (m× n/7); p = i ∗ 2;

Step 3:Ci
LSB(1× 7)← LSB of Ci

(1×7)
;

Step 4:M i
(1×7)

←modify redundant bit ofCi
LSB by odd parity using Index1 of Fig 3.5;

Step 5:Ai
(1×7)

←modify redundant bit ofCi
LSB by odd parity using Index2 of Fig 3.5;

Step 6: ComplementM i
(1×7)

(κ), whereκ is a shared secret value between1 to 7;

Step 7: Create an error by complement for data bit at any suitable position(ω) of M i
(1×7)

exceptκ position;

Step 8: if ((Dp−1 == 0) & (M i
(1×7)

== 0)) then Setω← 1;

{* No suitable location found *}

Step 9:κ is updated byω for data embedding inAi
(1×7)

Step 10:ComplementAi
(1×7)

(κ), whereκ is a shared secret position between1 to 7;

Step 11:Create an error by complement for data bit at any suitable position(ω) of Ai
(1×7)

exceptκ position;

Step 12: if ((Dp−1 == 1) & (Ai
(1×7)

== 1)) then Setω← 7;

{* No suitable location found *}

Step 13:κ = ((κ× ω) mod 7) + 1;

Step 14:

if Ci
LSB(x) == M i(x) then
SM i(x)← Ci(x); wherex = 1, 2, . . . , 7

end

if Ci
LSB(x)==1 then
SM i(x)← Ci(x)− 1

else
SM i(x)← Ci(x) + 1

end

Step 15:

if Ci
LSB(x) == Ai(x) then
SAi(x)← Ci(x); wherex = 1, 2, . . . , 7

end

if Ci
LSB(x)==1 then
SAi(x)← Ci(x)− 1

else
SAi(x)← Ci(x) + 1;

end

Step 16:Apply ξ and distribute each block withinSM
′

andSA
′

as follows:

Step 17:

if (ξ(y) = 0) then
SM ′i

1×7 ← SAi
1×7 andSA′i1×7 ← SM i

1×7

else
SM ′i

1×7 ← SM i
1×7 andSA′i1×7 ← SAi

1×7; wherey ← (remainder(i, length(ξ)) + 1)

end

Step 18:RepeatStep 1to Step 17for nextith value and continue until all data bits are embedded withinSM
′

andSA
′
;

Step 19:End

Algorithm 3: Data embedding process of DRDHHC

can be 1. Fig. 3.6 showns the possible special cases. After that, updateκ for next block using

κi+1 = ((κi × ω) mod 7) + 1, whereκ0 is the secret position and continue data embedding
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procedure in both the arrays. The changing of secret key for each block increases the robustness

of the scheme. Finally, we distribute the stego pixel block between two stego imagesSM
′
and

SA
′
depending on the bit patterns of another secret keyξ = (ξ0ξ2 . . . ξl)2, wherel represent the

binary length of the key. Ifξi = 1 then selectedi-th pixel fromM is stored thei-th position

of SM
′
andi-th pixel fromA is stored ati-th position ofSA

′
; otherwise,i-th pixel fromM is

stored ati-th position ofSA
′
andi-th pixel fromA is stored ati-th position ofSM

′
. As a result,

two stego imagesSM
′
andSA

′
with same size and shape has been produced. The dual image

scheme can increase the security of the secret message. Without two stego images, it is hard for

an illegal person to extract the complete secret message. The concept of the dual image based

data hiding scheme can be treated as a special case of secret sharing. The corresponding algo-

rithm for data hiding is stated in Algorithm3. The complexity of this proposed data embedding

algorithm isO(mn) for the cover image of size(m× n).

3.3.2 Data Extraction Process

To extract the secret data, we first apply the secret keyξ = (ξ0ξ2 . . . ξl)2 to rearrange 7 pixels as

a block. Ifξi = 1 then selected block fromSM
′
is stored inSMi and block fromSA

′
is in SAi;

otherwise, block fromSM
′

is stored inSAi and block fromSA
′

is in SMi. Now, we collect

LSBs of seven consecutive pixels from both the stego imagesSMi andSAi. Then complement

the bit at the shared secret positionκ of theSMi. Theκ is calculated byκ = (δ mod 7) + 1,

whereδ is a shared secret key. After that, we apply Hamming error correcting code to find out

the error position (ω). Next, we extract the secret data bit from theω position and complement

the bit at that position. The redundant bits ofSMi stego image are considered as per Index

1 in Fig. 3.7. The error position ofSMi is the data embedding position which is used as the

secret position forSAi image. Complement the bit at the secret position inSAi then we find

out the error using Hamming error correcting code. The redundant bits in Index2 of Fig. 3.7

are considered forSAi image.

Now, the secret positionκ is updated for the next block using the formulaκi+1 = ((κi ×

ω) mod 7) + 1, whereω is the data embedding position ofSAi (here it is3 in Fig 3.7) and

κ0 is the shared secret position. After extracting secret message bits from dual stego images,

we complement all the corresponding data embedding positions, which will produce Hamming
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Figure 3.7: Schematic diagram of data extraction process in DRDHHC

adjusted cover image. There are a few particular special cases that may occurs when no error

is found. In that situation, we will first check the LSB values and follow the condition given

below. For all the cases, we need not to complement the bit atω-th location after extraction.

If SMi = 0 and find no error then extractD = 0 and setω = 1.

If SAi = 1 and find no error then extractD = 1 and setω = 7.
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Input: Two stego images namely Stego Major (SM
′
) and Stego Auxiliary (SA

′
), Shared secret keyδ and another secret keyξ.

Output: Cover imageC of size(m× n), Secret dataD.

Step 1: Calculate secret positionκ = (δ mod 7) + 1, whereδ is a shared secret key.

Step 2:

if (ξ(y) = 0) then
SM i

(1×7)
← SA′i

(1×7)
, SAi

(1×7)
← SM ′i

(1×7)

else
SM i

(1×7)
← SM ′i

(1×7)
, SAi

(1×7)
← SA′i

(1×7)
, wherey = (reminder(i, length(ξ)) + 1) andi =

1, 2, 3, . . . , (m× (n/7))

end

Step 3:M(m×n) ← LSB(SM(m×n)), A(m×n) ← LSB(SA(m×n));

Step 4: For eachi, wherei = 1,2,. . . , (m× (n/7));

Step 5:M i
(1×7)

←M(m×n), Ai
(1×7)

← A(m×n);

Step 6: ComplementM i
(1×7)

(κ), whereκ is a shared secret value between1 to 7;

Step 7:r(1×3) ←M i
(1×7)

, wherer is the redundant value calculated by odd parity using Index1 of Fig. 3.7;

Step 8: ω ← decimal(r(1×3)), whereω indicate the error position or data embedding position;

Step 9: if ((ω 6= 0) & (ω 6= κ)) then Dp−1←M i
(1×7)

(ω); M i
(1×7)

(ω)← Complement(M i
(1×7)

(ω));

Step 10: if ((ω == 0)&(M i
(1×7)

== 0)) then Dp−1←M i
(1×7)

(1); ω ← 1;

Step 11: if (ω == κ) then gotoStep 24;

Step 12: κ is updated byω for data extraction fromAi
(1×7)

;

Step 13:ComplementAi
(1×7)

(κ), whereκ is a shared secret value between1 to 7;

Step 14:r(1×3) ← Ai
(1×7)

, wherer is the redundant value calculated by odd parity using Index2 of Fig. 3.7;

Step 15:ω ← decimal(r(1×3)), whereω indicated the error position or data embedding position;

Step 16: if ((ω 6= 0) & (ω 6= κ)) then Dp← Ai
(1×7)

(ω); Ai
(1×7)

(ω)← Complement(Ai
(1×7)

(ω));

Step 17: if ((ω == 0)&(Ai
(1×7)

== 1)) then Dp← Ai
(1×7)

(7); ω ← 7;

Step 18: if (ω == κ) then gotoStep 24;

Step 19: ifLSB of (SM i(x))=M i(x) then C
′i(x)=SM i(x);

Step 20:

if M i(x)=1 then
C′i(x) = SM i(x) + 1;

else
C′i(x) = SM i(x)− 1; wherex = 3, 5, 6, 7

end

Step 21: ifLSB of (SAi(x))=Ai(x) then C
′i(x)=SAi(x);

Step 22:

if Ai(x)=1 then
C′i(x) = SAi(x) + 1;

else
C′i(x) = SAi(x)− 1; wherex = 1, 2, 4

end

Step 23: κ = ((κ× ω) mod 7) + 1, goto Step 5for nextith value;

Step 24:Original cover image matrixC′
(m×n)

and secret dataD′ has been produced;

Step 25: End

Algorithm 4: Data extraction process of DRDHHC

For all other cases, if error is found at the position ofκ that means whenω is equal toκ then

data extraction process will be stopped. This is the condition to find the end of secret message.
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As a result, we can send any arbitrary length of secret data using this scheme. Finally, we can

reconstruct the original cover image from both the Hamming adjusted dual stego image. We

collect the bits from the bit positions at3, 5, 6 and7 of SMi and bits from the bit positions

at 1, 2 and4 of SAi. After that, we rearrange all the collected bits to construct the original

cover image. The algorithm for data extraction and cover image reconstruction is described in

Algorithm 4. The time complexity of data extraction algorithm is alsoO(mn) for cover image

of size(m× n).

3.3.3 Experimental Results and Comparisons

The proposed reversible data hiding method is implemented through MATLAB Version 7.6.0.324

(R2008a).(512 × 512) gray scale images are used as original cover image and in this scheme

which are shown in Fig.3.8 and dual stego images are generated that are shown in Fig.3.9.

Figure 3.8: Standard cover images are used for experiment in DRDHHC

PSNR (I &SM
′
) and PSNR (I &SA

′
) represent the quality of the first and second stego im-

ages respectively while Avg. PSNR is the average quality of the stego images. From the Table

3.8 average PSNR of DRDHHC scheme is greater than53 (dB) and the maximum embedding

capacity is2 × (512 × 512/7) bits = 74, 898 bits. The payload is measured byp = γ
(2×m×n)

(bpp), whereγ is the total embedding capacity of two stego images. The payload in DRDHHC

scheme is0.142 (bpp). The principle of hidden data communication is to keep message data

as short as possible while using data hiding and kirchhoff’s principle says that every one know

the algorithm but the secrecy depends on key. So, to increase the security on data hiding two
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Figure 3.9: Dual stego images are produced after data embedding in DRDHHC

Table 3.8: PSNR (dB) of original image and dual stego images in DRDHHC

Original image I Secret data (bits) PSNR (I &SM
′
) PSNR (I &SA

′
) Avg. PSNR

Barbara(512× 512)

18720 57.84 57.88

54.27
37520 54.84 54.84

64800 52.47 52.47

74752 51.86 51.96

Lena(512× 512)

18720 57.55 57.64

53.96
37520 54.27 54.34

64800 52.18 52.29

74752 51.85 51.56

Peppers(512× 512)

18720 57.47 57.50

53.94
37520 54.22 54.20

64800 52.15 52.25

73728 51.84 51.94

Mrittika (512× 512)

18720 57.27 57.70

54.02
37520 54.20 54.45

64800 52.63 52.74

73728 51.65 51.94

Tiffany (512× 512)

18720 57.56 57.59

53.63
37520 54.29 54.28

64800 52.21 52.31

74752 51.88 51.97

Goldhill (512× 512)

18720 57.11 57.90

53.73
37520 54.28 54.29

64800 52.17 52.26

74752 51.86 51.97
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different shared secret keys are used in this approach during data embedding and data extraction

procedure.

The quality of stego image is measured using Peak Signal to Noise Ratio(PSNR) between

original cover image and stego image which are shown in Table3.8 with different embedding

capacity.

Table3.9 shows that the PSNR of cover image versus both stego images before distribution

of the pixel block and after distribution of the pixel block among dual image. It is observed that

the PSNR of before pixel block distribution of cover image and SM is53.79 (dB) and PSNR of

cover image and SA is50.23 (dB) and after pixel block distribution the PSNR of cover image

andSM
′

is 51.85 (dB) that means PSNR is decrease by1.94 (dB) than previous PSNR and

PSNR of cover image andSA
′
is 51.56 (dB) that means PSNR is increases1.33 (dB) for Lena

image. So, after distribution the pixel block throughξ, overall PSNR is not differ much but

increase the challenges to find the secret data. The comparison of DRDHHC scheme with other

Table 3.9: PSNR(dB) of before and after pixel distribution in DRDHHC

Before distribution usingξ After distribution usingξ

Original Image I PSNR (I & SM) PSNR (I & SA) PSNR (I &SM
′
) PSNR (I &SA

′
)

Lena(512× 512) 53.79 50.23 51.85 51.56

Barbara(512× 512) 53.82 50.21 51.86 51.96

Tiffany (512× 512) 53.80 50.22 51.88 51.97

Pepper(512× 512) 53.79 50.23 51.84 51.94

Mrittika (512× 512) 53.13 50.45 51.65 51.94

Gold hill (512× 512) 53.76 50.23 51.86 51.97

existing methods those are using Hamming code based data hiding shown in Table3.10.

Three sets of secret data bits65, 536, 16, 384 and4, 096 are used to compare with Kim et

al.’s [28] (DHHC) and Lien et al.’s [41] (DDHHC) scheme. With the same embedding capacity

with 16, 384 bits the MPSNR of DHHC is24.06 (dB) less and DDHHC is17.49 (dB) less than

proposed DRDHHC. Again the proposed scheme is compared with Matrix Coding [67], Ham-

ming +1 [73], Hamming +3 [29] and Coa et al.’s scheme [4] in terms of PSNR and it is nearer

to the Hamming +3 scheme but less than Matrix Coding which is shown in Table3.11. The

proposed DRDHHC is a dual image based RDH scheme using (7,4) Hamming code.
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Table 3.10: Comparison of DRDHHC with DHHC and DDHHC schemes

Embedded bits 65536 bits 16384 bits 4096 bits

Scheme DHHC DDHHC DRDHHC DHHC DDHHC DRDHHC DHHC DDHHC DRDHHC

Lena(512× 512) 25.71 30.57 52.20 32.03 38.60 56.09 38.12 44.71 64.68

Barbara(512× 512) 25.69 30.38 52.21 32.03 38.57 56.86 38.14 44.77 64.09

Tiffany (512× 512) 24.71 27.15 52.11 31.72 36.24 56.73 38.04 42.91 63.81

Pepper(512× 512) 25.60 29.90 52.12 31.98 38.02 56.16 38.10 44.19 64.39

Gold hill (512× 512) 25.66 30.30 52.20 32.02 38.66 56.94 38.13 44.96 64.71

Table 3.11: Comparison of DRDHHC with existing schemes in terms of PSNR (dB)

Images Matrix Coding Hamming +1 Hamming +3 Coa et al.’s Scheme DRDHHC

Lena(512× 512) 56.05 52.43 53.95 51.14 53.96

Barbara(512× 512) 54.65 48.60 53.93 51.15 54.27

Tiffany (512× 512) 53.98 47.46 53.96 51.15 53.63

Pepper(512× 512) 54.01 47.26 53.95 51.14 53.94

Gold hill (512× 512) 57.02 53.73 53.95 51.14 53.73

Figure 3.10: Comparison graph in terms of PSNR (dB) for Lena Image

So, again we have compared our proposed scheme with other existing dual image based RDH

schemes proposed by Chang et al.(2007) [5], Chang et al.(2009) [6], Lee et al.(2009) [36],

Lee and Huang(2013) [34], Chang et al.(2013) [10], Qin et al. (2014) [52] and Lu et al.

(2015) [45]. The PSNR of DRDHHC is7.63 (dB) greater than Chang et al.’s [5] scheme and

nearer to Lee et al.’s [36] scheme. The quality of stego image of other existing schemes are

lower than our proposed scheme. In this scheme, payload is lower than other dual image based
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Figure 3.11: Comparison graph in terms of PSNR (dB) for Pepper Image

RDH schemes, but in terms of PSNR it is superior than other existing dual image based RDH

schemes. Here, we have used shared secret positionκ and shared secret keyξ to enhances the

Figure 3.12: Comparison graph in terms of PSNR (dB) for Barbara Image

security in (7,4) Hamming code based data hiding scheme. It is hard to guess the length ofξ

which is used to mix the pixel block among dual image. The Figs. 3.10, 3.11, 3.12 and 3.13

show the comparison graphs of Lena, Peppers, Barbara and Goldhill images with other existing

dual image based RDH schemes.

From these comparison graphs, we conclude that PSNR of our proposed scheme is more than

the other existing dual image based RDH schemes. As a result, visual quality is better in our
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Figure 3.13: Comparison in terms of PSNR for Goldhill Image

proposed scheme than other exiting scheme shown in Table 3.12. In this scheme, embedding

Table 3.12: Comparison of DRDHHC with existing dual image based RDH methods

Method Measure Lena Peppers Barbara Goldhill

Chang et al.(2007)

PSNR(1) 45.12 45.14 45.13 45.13

PSNR(2) 45.13 45.15 45.11 45.14

PSNR(Avg) 45.13 45.15 45.12 45.14

Chang et al.(2009)

PSNR(1) 48.13 48.11 48.14 48.13

PSNR(2) 48.14 48.14 48.11 48.15

PSNR(Avg) 48.14 48.13 48.13 48.14

Lee et al.(2009)

PSNR(1) 51.14 51.14 51.14 51.14

PSNR(2) 54.16 54.17 54.16 54.16

PSNR(Avg) 52.65 52.66 52.65 52.65

Lee and Huang(2013)

PSNR(1) 49.76 49.75 49.75 49.77

PSNR(2) 49.56 49.56 49.58 49.57

PSNR(Avg) 49.66 49.66 49.67 49.67

Chang et al.(2013)

PSNR(1) 39.89 39.94 39.89 39.9

PSNR(2) 39.89 39.94 39.89 39.9

PSNR(Avg) 39.89 39.94 39.89 39.90

Qin et al.(2014)

PSNR(1) 52.11 51.25 52.12 52.12

PSNR(2) 41.58 41.52 41.58 41.58

PSNR(Avg) 46.85 46.39 46.85 46.85

Lu et al.(2015)

PSNR(1) 49.20 49.19 49.22 49.23

PSNR(2) 49.21 49.21 49.2 49.18

PSNR(Avg) 49.21 49.20 49.21 49.21

Proposed DRDHHC

PSNR(1) 52.71 52.67 52.70 52.73

PSNR(2) 52.81 52.72 52.76 52.78

PSNR(Avg) 52.76 52.69 52.73 52.75
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capacity is lower than other dual image based scheme but in terms of security it is better than

other existing dual image based schemes, because two shared secret keysδ andξ are used during

data communication. The new shared secret positionκ is calculated byκ = (δ mod 7) + 1,

where maximum possible numbers ofκ areb(512× 512/7)c. It is hard to guess the length of

ξ which is used to shuffle the pixel block among dual image. The comparison graph among

dual image based reversible data hiding is shown in Fig.3.14. It is observed that PSNR of this

proposed scheme is more than the other existing dual image based schemes. But the payload is

0.142 (bpp) only.

Figure 3.14: Comparison graph of DRDHHC with existing dual image based schemes

3.3.4 Steganalysis and Steganographic Attacks

Here, RS analysis and relative entropy are presented to check the vulnerability of the proposed

scheme. Some attacks like histogram attack, statistical attacks and brute force attack are pre-

sented. It is observed that the scheme is robust against some steganographic attacks.

3.3.4.1 RS Analysis

The analysis of stego images using well known RS analysis are presented in this section. It is

observed from Table3.13 and3.14 that the values ofRM andR−M , SM andS−M are nearly

equal for stego imagesSM
′
andSA

′
. Thus rulesRM

∼= R−M andSM
∼= S−M are satisfied for
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the stego image in this approach. So, the proposed method is secured against RS attack. In this

experiment, the ratio of R and S lies between0.0382 to 0.0578 for SM
′
and0.0339 to 0.0428

for SA
′
of Lena image which is considered as original cover image. Other results are depicted

on Table 3.13 and 3.14.

Table 3.13: RS analysis of DRDHHC scheme for stego imageSM
′

Image Data SM
′

RM R−M SM S−M RS value

Lena(512× 512)

37720 6425 6201 5124 5342 0.0382

64800 6341 6120 5014 5324 0.0467

74752 6207 5835 4997 5273 0.0578

Barbara(512× 512)

37720 5742 5423 4678 4789 0.0412

64800 5602 5364 4598 4853 0.0483

74752 5641 5287 4509 4709 0.0545

Tiffany (512× 512)

37720 5941 5763 5496 5789 0.0411

64800 5812 5698 5364 5603 0.0315

74752 5844 5586 5256 5023 0.0442

Pepper(512× 512)

37720 6745 6453 6012 5847 0.0358

64800 6645 6354 5941 5641 0.0469

74752 6524 6214 5842 5441 0.0574

Gold hill (512× 512)

37720 6845 6425 5487 5641 0.0465

64800 6654 6475 5341 4952 0.0473

74752 6523 6143 5136 4862 0.0560

Table 3.14: RS analysis of DRDHHC scheme for stego imageSA
′

Image Data SA
′

RM R−M SM S−M RS value

Lena(512× 512)

37720 6458 6274 5462 5231 0.0348

64800 6345 6147 5341 5142 0.0339

74752 6125 5846 5210 5003 0.0428

Barbara(512× 512)

37720 5863 5642 5874 5684 0.0350

64800 5687 5469 5684 5341 0.0493

74752 5512 5263 5547 5224 0.0517

Tiffany (512× 512)

37720 5987 5784 5487 5236 0.0395

64800 5874 5569 5364 5166 0.0447

74752 5741 5478 5123 4857 0.0486

Pepper(512× 512)

37720 6687 6486 5874 5462 0.0488

64800 6541 6347 5784 5364 0.0498

74752 6452 6243 5674 5241 0.0529

Gold hill (512× 512)

37720 6745 6542 5489 5294 0.0325

64800 6348 6174 5364 5187 0.0299

74752 6423 6128 5236 4962 0.0488
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3.3.4.2 Relative Entropy

The relative entropy of original and stego images are shown in Table 3.15. It is shown that

when number of bits in the secret message increases, the relative entropy in stego images also

increases. The difference of relative entropy is nearer to zero, which implies the proposed

scheme provides secure hidden communication. The relative entropy of dual stego imagesSM
′

andSA
′
are calculated which are shown in Table 3.15.

Table 3.15: Results of relative entropy forSM
′
andSA

′
in DRDHHC

Image Data(bits) Entropy of I Entropy ofSM
′

Entropy ofSA
′

D(SM
′
&I) D(SA

′
&I)

Lena(512× 512)

37720 7.4451 7.4469 7.4467 0.0018 0.0016

64800 7.4451 7.4512 7.4503 0.0061 0.0053

74752 7.4451 7.4546 7.4526 0.0095 0.0075

Barbara(512× 512)

37720 7.0480 7.0503 7.0520 0.0023 0.0040

64800 7.0480 7.0525 7.0530 0.0045 0.0050

74752 7.0480 7.0540 7.0551 0.0060 0.0071

Tiffany (512× 512)

37720 7.2925 7.2969 7.2971 0.0044 0.0046

64800 7.2925 7.2997 7.3004 0.0072 0.0079

74752 7.2925 7.3001 7.3075 0.0076 0.0150

Pepper(512× 512)

37720 7.2767 7.2797 7.2805 0.0030 0.0038

64800 7.2767 7.2810 7.2870 0.0043 0.0103

74752 7.2767 7.2910 7.2935 0.0143 0.0168

Gold hill (512× 512)

37720 7.2367 7.2387 7.2398 0.0020 0.0031

64800 7.2367 7.2464 7.2485 0.0097 0.0118

74752 7.2367 7.2490 7.2499 0.0123 0.0132

3.3.4.3 Statistical Analysis

The output of the DRDHHC are assessed based on statistical distortion analysis by SD(σ) and

CC (ρ) to check the impact on image after secret data embedding. Theσ before and after data

embedding andρ of cover and stego images is summarized in Table3.16. It is seen that there is

no significant difference between theσ of the cover image and the stego image. Since the image

parameters have not changed much, the method offers a good concealment of data and reduces

the chances of secret data detection. Thus, it indicates a perfectly secure steganographic system.

3.3.4.4 Histogram Attack

Fig 3.15 depicted the histogram of the original cover image and stego images and their dif-

ference histogram. The stego image is produced from cover image employing maximum data
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Table 3.16: Experimental results of SD (σ) and CC (ρ) in DRDHHC

Image SD (σ) CC (ρ)

Cover image (I) Stego image(SM
′
) Stego image(SA

′
) I & SM

′
I & SA

′
SM

′
& SA

′

Lena(512× 512) 47.8385 47.4358 47.5321 0.9864 0.9835 0.9754

Barbara(512× 512) 38.3719 38.4500 38.8541 0.9852 0.9820 0.9789

Tiffany (512× 512) 61.5978 61.1221 61.6442 0.9913 0.9874 0.9652

Pepper(512× 512) 52.1356 51.8987 52.2450 0.9908 0.9856 0.9687

Gold hill (512× 512) 58.8723 57.2854 58.5423 0.9867 0.9825 0.9712

Figure 3.15: Histogram of original image, stego images and their difference

hiding capacity. It is observed that the shape of the histogram is preserved after embedding the

secret data. The difference of the histogram is very small. It is observed that, bins close to zero

are more in number and the bins which are away from zero are less in number. This confirms

the quality of stego image. There is no step pattern observed which ensures that the proposed

method is robust against histogram attacks.
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3.3.4.5 Brute Force Attack

Figure 3.16: Result of Brute Force Attack in DRDHHC

Two shared secret keysδ andξ are used during both embedding and extraction stage. The

scheme is secured to prevent possible malicious attacks. The proposed scheme constructs two

stego images which protect original information by hiding secret information in both images

SM
′
andSA

′
. The Fig.3.16 shows the revelation example where both the keys are unknown.

If the malicious attacker holds the original image and the dual images and is fully aware of the

proposed scheme, the hidden message still cannot be correctly revealed without knowing the

correct secret keys. For example, Fig.3.16 shows two stego derived from lena images using se-

cret keys which are different from that used to construct without knowing secret key. The result

indicates that the attacker only acquires noise like images when applying incorrect secret key

to reveal the hidden message. Furthermore, the attacker may employ the brute force attack that

tries all possible permutation to reveal the hidden message. The total number of trials to reveal

the hidden message are37449 × 2length of ξ which are computationally infeasible for current
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computers if length ofξ is greater than 80. The proposed scheme achieve stronger robustness

against several attacks when compared with existing data hiding schemes. Furthermore, the se-

cret information can be retrieved without encountering any loss of data and the original image

can be recovered successfully from the dual images. But the payload is very small. To increase

the payload one can apply three LSB Layers (LSB, LSB+1, LSB+2) to hide secret data bits

using this scheme.

3.4 Enhanced Partial Reversible Data Hiding using Hamming

Code (EPRDHHC)4

An enhanced partial reversible data hiding scheme using Hamming code has been proposed

here. Three LSB layers (LSB, LSB+1, LSB+2) has been used to embed secret data within

(7 × 7) block. Data bits are embedded using error creation at two different locations in each

row of a LSB block using shared secret position and suitable location. During data extraction,

the receiver detects the error position with the help of Hamming error correcting code and

shared secret position. After data extraction, the receiver complements the bits at the data

embedding positions to generate Hamming adjusted cover image. The changes made within the

cover image during data embedding at the sender side has been removed after data extraction

at the receiver end but the changes made due to odd parity adjustment can not be removed. So,

the cover image is partially recovered.

3.4.1 Data Embedding Process

Consider(7 × 7) pixel block from the original image and convert it into binary number. Then

collect three layers LSB, LSB+1 and LSB+2 of each pixel block separately. The redundant

bits at1st, 2nd and4th positions are adjusted using odd parity in each LSB block and a prepro-

cessed image has been produced which is considered as Hamming adjusted cover image. Now,

compute shared secret positionκ usingκ = (δ mod 7) + 1, whereδ is a shared secret key.

Complement the bit at the secret positionκ in the first row of(7× 7) LSB block of each layer.

4Published in the proceedings of the Sixth International Conference on Computer and Communication Tech-

nology, (ICCCT-2015), ACM digital library, ACM New York, NY, USA 2015, pp. 360-365, with titleAn Efficient

Data Hiding Scheme using Hamming Error Correcting Code
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Figure 3.17: The schematic diagram of data embedding process in EPRDHHC

The same secret position has been used for three LSB blocks. Now, embed binary data bits

by creating error at any suitable position except the secret position. In the second row, secret

position is updated by the data embedding position of previous row. This process has been con-

tinued for the block by block and same process has been used for LSB, LSB + 1 and LSB + 2

layers. As a result, it is possible to embed 1,12,128 bits(73 × 3 × 512) within a (512 × 512)
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Input: Original imageI(m×n), Secret keyδ, Calculateκ = (δ mod 7) + 1 (between 0 to 7), Secret dataD;

Output: Stego imageS(m×n);

Initialization: C = I; sq = 7; m = 512; n = 512 ;

Step 1:

for p = 1 to m/sq do

for q = 1 to n/sq do

BCpq from I(m×n) ;

end

for i = 1 to sq do

for j = 1 to sq do
LSB1(i,j) = LSB bit of BCpq(i,j) ; LSB2(i,j) = 2nd LSB bit ofBCpq(i,j) ; LSB3(i,j) = 3rd LSB bit of

BCpq(i,j) ;

end

end

for Each LSB Matrix = LSB, LSB1, LSB2do Adjust redundant bits using odd parity in row wise;

;

for i = (sq × (p− 1)) + 1 to (sq × p) do

for j = (sq × (q − 1)) + 1 to (sq × q) do Replace3 LSBs ofCpq(i,j) by LSB2,LSB1,LSB;

end

for Each LSBs Hamming Code matrixdo

for i = 1 to sq do

if i ≤ sq then Complement LSB(i, κ) by (0 to 1 / 1 to 0) ;

end

for j = 1 to sq do

if j 6= κ and LSB(i, j) 6= dr then

Create error at LSB (i, j) by (0 to 1 / 1 to 0) ; κ is updated byj ; break ;

else
Do not complement any bit;κ = 1;

end

end

if (r = length(D)) then gotoStep 2;

Increaser and select next bitdr+1 ;

end

for i = (sq × (p− 1)) + 1 to (sq × p) do

for j = (sq × (q − 1)) + 1 to (sq × q) do Replace LSB3 bits ofSpq(i,j) by LSB2, LSB1, LSB;

end

if (r = length(D)) then gotoStep 2;

end

Step 2: Produce stego imageS(m×n) ;

Step 3: End.

Algorithm 5: Data embedding process of EPRDHHC

gray scale image. So, the payload is0.426 (bpp) and PSNR is 32.14 (dB). The schematic dia-

gram of data embedding procedure is shown in Fig. 3.17. The corresponding algorithm for data

embedding is shown in Algorithm 5.
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3.4.2 Data Extraction Process

Figure 3.18: The schematic diagram of data extraction process in EPRDHHC

At the receiver end, we collect(7 × 7) three LSB layers block from stego image then com-

plement the bit at the secret position in the first row of each LSB layer block. Then we apply

Hamming error correcting code to find the error position for data bit in that row of LSB block.
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Now, collect secret data bit from that error position then complement that bit position. In

the second row, secret position will be updated by the error position of the previous row and

continue data extraction. Repeat these processes for every block of the stego image until no

message has been left. The process will be automatically stopped when we find the error at the

secret position using Hamming error correcting code. As a result, no message length has been

required to extract whole message. The corresponding schematic diagram is shown in Fig 3.18.

The corresponding algorithm for data extraction is listed in Algorithm 6.

3.4.3 Experimental Results and Comparisons

The EPRDHHC data embedding and data extraction algorithms are implemented in MATLAB

Version 7.6.0.324 (R2008a). Here, standard gray scale image of size(512 × 512) pixel has

been used as cover image, which is shown in Fig 3.19. After embedding secret data using data

Figure 3.19: Standard cover images used in EPRDHHC

embedding process some stego images has been generated which are shown in Fig. 3.20. The

Figure 3.20: Stego image produced after data embedding in EPRDHHC

quality of the stego images have been measured after parity adjustment and after embedding

secret data. The original image is considered asI, the parity adjustment image is considered

asC andS is considered as the stego image. The PSNRs are measured after embedding 4096
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Input: Stego imageS(m×n), Shared Secret keyδ ;

Output: Cover imageC(m×n) , Secret data(D);

Initialization: sq = 7, m = 512, n = 512, Calculateκ = (δ mod 7) + 1;

Step 1:

for p = 1tom/sq do

for q = 1ton/sq do
BSpq from S(m×n)

end

for i = 1 to sq do

for j = 1 to sq do

LSB1(i,j) = LSB bit of BSpq(i,j) ;

LSB2(i,j) = 2nd LSB bit ofBSpq(i,j) ;

LSB3(i,j) = 3rd LSB bit ofBSpq(i,j) ;

end

end

for Each LSBs Stego matrixdo

for i = 1 to sq do

if (i ≤ sq) then

Complement LSB(i, κ) by (0 to 1 / 1 to 0) ;

end

end

Apply Hamming error correcting code inith row of LSB matrix to find the error atjth columndr = LSB (i, j) ;

Store Secret dataD = dr ;

Complement LSB(i, j) by (0 to 1 / 1 to 0) ;

if No error foundthen

dr = LSB (i, j)(1); κ = 1; Do not complement;

end

if Error found at theκ positionthen

gotoStep 2;

end

κ = j ;

Increaser to retrieved next bitdr+1 ;

end

for i = (sq × (p− 1)) + 1 to (sq × p) do

for j = (sq × (q − 1)) + 1 to (sq × q) do

Replace LSB3 bit of Cpq(i,j) by LSB2 LSB 1 LSB ;

end

end

end

Step 2: RecoveredC(m×n) and extract secret data(D) ;

Step 3: End

Algorithm 6: Data extraction process of EPRDHHC

and 16384 bits that are shown in Table 3.17. Table 3.18 shows the comparison of EPRDHHC

with Kim et al.’s (DHHC) scheme [28] and Lien et al.’s (DDHHC) scheme [41]. In DHHC

119



3.4 Enhanced Partial RDH using Hamming code RDH using Hamming code

Table 3.17: PSNR (dB) of stego image after embedding 4096 and 16384 bits in EPRDHHC

Embedded bits 4096 16384

Image PSNR(I & S) PSNR(C & I) PSNR(C & S) PSNR(I & S) PSNR(C & I) PSNR(C & S)

Lena(512× 512) 53.52 54.45 54.58 46.89 47.94 48.03

Barbara(512× 512) 51.67 51.52 53.58 44.88 44.69 46.94

Tiffany (512× 512) 53.29 54.48 54.57 46.87 47.98 48.04

Pepper(512× 512) 52.31 51.97 53.43 45.85 45.68 47.04

Gold hill (512× 512) 49.76 48.82 52.23 44.98 42.21 45.67

scheme, the MPSNR of lena image is 32.03 (dB) and 38.12 (dB) after embedding 16384 and

4096 bits respectively. In Lien et al.’s scheme, the MPSNR of lena image is 38.60 (dB) and

44.71 (dB) when embedded with 16384 and 4096 bits, but the PSNR of lena image in our pro-

posed EPRDHHC scheme is 46.89 (dB) and 53.52 (dB) after embedding with 16384 and 4096

bits respectively. The quality is better than other existing schemes. The comparison graph of

Table 3.18: Comparison of EPRDHHC with existing schemes in terms of PSNR (dB)

16384 bits 4096 bits

Scheme DHHC DDHHC EPRDHHC DHHC DDHHC EPRDHHC

Lena(512× 512) 32.03 38.60 46.89 38.12 44.71 53.52

Barbara(512× 512) 32.03 38.57 44.88 38.14 44.77 51.67

Tiffany (512× 512) 31.72 36.24 46.87 38.04 42.91 53.29

Pepper(512× 512) 31.98 38.02 45.85 38.10 44.19 52.31

Gold hill (512× 512) 32.02 38.66 44.98 38.13 44.96 49.76

Average 31.96 38.02 45.89 38.11 44.31 52.11

DHHC, DDHHC, and EPRDHHC are shown in Fig 3.21 and 3.22 when embedded4096 and

16384 bits respectively.

From Table 3.18, it is observed that PSNR of our proposed scheme is greater than the MPSNR

of other existing schemes. As a result, visual quality is better in our proposed EPRDHHC

scheme. The payload is measured by

p =
|γ|

m× n
(bpp) (3.3)

where|γ| is the number of secret data bits which are embedded within cover image andp de-

notes the payload in terms of bits per pixel(bpp). In a (512 × 512) image the embedding

capacity is 1,12,128 bits. Hence, the payloadp is 0.426 (bpp).
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Figure 3.21: Comparison graph of PSNR (dB) after embedding4096 bits in EPRDHHC

Figure 3.22: Comparison graph of PSNR (dB) after embedding16384 bits in EPRDHHC

121



3.4 Enhanced Partial RDH using Hamming code RDH using Hamming code

3.4.4 Steganalysis

To measure the imperceptibility and robustness of the proposed EPRDHHC scheme, some stan-

dard seganographic analysis and attack has been performed which are presented in this section.

3.4.4.1 RS Analysis

Stego image of this proposed EPRDHHC scheme is analyzed through RS analysis [18]. From

Table3.19, it is observed that the values ofRM = 6207,R−M = 6035,SM = 4997,S−M = 5773

and RS value is 0.0667 after embedding 112,128 bits secret data within Lena(512×512) image.

The RS value of all other images are nearer to zero which implies that the proposed EPRDHHC

is not vulnerable against RS attacks.

Table 3.19: Experimental results of RS analysis in EPRDHHC

Image Data (bits) Stego image S(512× 512)

RM R−M SM S−M RS value

Lena(512× 512)

50000 6768 6851 3944 3895 0.0123

75000 6304 5947 4943 5079 0.0438

112128 6207 6035 4997 5573 0.0667

Barbara(512× 512)

50000 5563 5476 4291 4337 0.0135

75000 5636 5539 4517 4689 0.0264

112128 5641 5387 4509 4709 0.0447

Tiffany (512× 512)

50000 5897 5975 5076 5131 0.0121

75000 6018 5813 5107 5313 0.0369

112128 5844 5986 5256 5623 0.0458

Pepper(512× 512)

50000 6621 6498 5275 5231 0.0140

75000 6419 6319 5107 5303 0.0256

112128 6164 6067 4978 4678 0.0356

Gold hill (512× 512)

20000 5756 5652 4896 4785 0.0201

50000 5746 5675 4977 4901 0.0136

75000 5518 5411 5141 5013 0.0320

112128 5444 5186 5056 4881 0.0246

3.4.4.2 Relative Entropy

The relative entropy results between cover and stego image of the proposed EPRDHHC scheme

are given in Table 3.20. The difference of relative entropy between original and stego images

are nearer to zero which implies the proposed EPRDHHC scheme provides secure hidden data

communication.
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Table 3.20: Results of relative entropy in EPRDHHC

Cover image (I) Data (bits) Entropy of (I) Entropy of (S) Relative entropy

Lena(512× 512)
75000 7.4451 7.4569 0.0118

112128 7.4451 7.4663 0.0212

Barbara(512× 512)
75000 7.0480 7.0612 0.0132

112128 7.0480 7.0682 0.0202

Tiffany (512× 512)
75000 7.2925 7.3028 0.0103

112128 7.2925 7.3189 0.0264

Pepper(512× 512)
75000 7.2767 7.2872 0.0105

112128 7.2767 7.2971 0.0204

Gold hill (512× 512)
75000 7.2367 7.2472 0.0105

112128 7.2367 7.2575 0.0208

3.4.4.3 Statistical Analysis

The SD (σ) of before and after data embedding and CC(ρ) of original (I) and stego image(S)

are calculated and summarized in Table3.21. It is observed that theσ of the cover image and

the stego image are near identical.

Table 3.21: Results of SD (σ) and CC (ρ) in EPRDHHC

Image SD (σ) CC (ρ)

Image (I) Stego image (S) (I) and (S)

Lena(512× 512) 47.8385 46.6524 0.9786

Barbara(512× 512) 38.3719 37.8210 0.9720

Tiffany (512× 512) 61.5978 60.3412 0.9713

Pepper(512× 512) 52.1356 50.8421 0.9667

Gold hill (512× 512) 58.8723 56.6423 0.9624

The main problem of this scheme is that it is not reversible. The scheme can not recover

original cover image successfully but it can recover Hamming adjusted cover image.

3.5 Enhanced Dual Image based Reversible Data Hiding scheme

using Hamming Code (EDRDHHC)

An enhanced dual image based reversible data hiding scheme using Hamming code (EDRD-

HHC) has been proposed in this section. First, cover image is partitioned into(1 × 7) pixel

blocks and copied into two arrays. After that collect LSBs and adjust redundant bits in three

LSBs (LSB, LSB+1 and LSB+2) of each arrays on both the images separately using odd parity.
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One shared secret positionκ and one shared secret keyξ have been used to perform such data

embedding and data extraction procedure. Now, complement the bit at theκ position in each

three LSB blocks then embed secret data bit through error creation in any suitable position(ω)

in the block except secret positionκ. The suitable position is the position in the block which

contains opposite value of the data bit. Theκ is updated byω and used as secret position for

the next block. Continue this process to embed secret data bits within three LSBs of dual im-

age. The keyξ is used to distribute pixel blocks among dual image. During extraction one can

successfully extract the secret data from dual stego images usingκ andξ. Three LSBs are used

to enhance payload. The data hiding capacity in this dual image based scheme is 224,256 bits.

3.5.1 Data Embedding Process

The detailed data embedding process is explained below:

First, partition the cover image into(1 × 7) consecutive pixel blocks then convert pixel into

binary form and copy LSB bits into two arraysM andA. Three layers of LSB bits that is LSB,

LSB+1 and LSB+2 are collected separately and used for data embedding which are shown in

Fig. 3.23. Now, adjust redundant bits in both arrays separately using odd parity. The redundant

bitsr1, r2 andr3 of M array are adjusted based on the number of one present in the bit position

of M which are shown in Index1 of Fig. 3.23. For example, ther1 bit is set to one if the even

number of one’s are present in the position3, 5 and7 of M . The redundant bitsr1, r2, r3 and

r4 of A array are adjusted and updated in3, 5, 6 and7 positions ofA depending on the number

of one present in the bit positions shown in Index2 of Fig. 3.23. Now, calculate shared secret

positionκ = (δ mod 7) + 1, whereδ is the shared secret key. Then complement the bit at the

position ofκ (say4 in Fig. 3.23) of M and embed secret data bit by error creation in any suitable

position except the secret position. So, the positions3, 5, 6 and7 are suitable locations for error

creation because if the data bit is 1 then suitable position should contain 0 only and vice versa.

Here, we choose suitable position3 (say). Now, the data embedding position (ω) of M is set to

the secret position(κ) for data embedding in the arrayA. Then same process has been followed

to embed next data bit withA array. After embedding in the LSB, we apply same process for

two copies of LSB that is LSB+1 and LSB+2 into two arraysM andA separately. Now, store

the modified pixel blocks within two stego images(SM) and(SA) by M andA respectively.

After that updateκ by ω for the next(1× 7) pixel block usingκi+1 = ((κi × ω) mod 7) + 1,
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Figure 3.23: Schematic diagram of data embedding process in EDRDHHC
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Input : Cover imageC, Secret keyδ andξ, Secret dataD;

Output : Dual stego image,SM
′

andSA
′
;

Initialization : count = 1; Calculateκ = (δ mod 7) + 1;

Step 1:

for i = 1 to (m× (n/7)) do
for j = 1 to 7 do tem← dec2bin(Ci

(1×7)
(j), 8); LSB1i

(1×7)
(j) = str2num(tem(8));

LSB2i
(1×7)

(j) = str2num(tem(7)); LSB3i
(1×7)

(j) = str2num(tem(6)) ;

end

Step 2:

for level = 1 to 3 do

if (level = 1) then M(m×n) ← LSB1(m×n);A(m×n) ← LSB1(m×n) ;

if (level = 2) then M(m×n) ← LSB2(m×n);A(m×n) ← LSB2(m×n) ;

if (level = 3) then M(m×n) ← LSB3(m×n);A(m×n) ← LSB3(m×n) ;

for i = 1 to (m× (n/7)) do

(a)M i
(1×7)

←modify redundant bit by odd parity using Index1 of Fig 3.23;

(b) Ai
(1×7)

←modify redundant bit by odd parity using Index2 of Fig 3.23;

(c) ComplementM i
(1×7)

(κ), whereκ is a shared secret value between1 to 7;

(d) Create an error by complement for data bit at any suitable position(ω) of M i
(1×7)

exceptκ position;

if ((Dcount == 0) and(M i
(1×7)

== 0)) then Setω← 1;

{* No suitable location found *}

(e)κ is updated byω for data embedding inAi
(1×7)

;

(f) ComplementAi
(1×7)

(κ), whereκ is a shared secret position between1 to 7;

(g) Create an error by complement for data bit at any suitable position(ω) of Ai
(1×7)

exceptκ position;

if ((Dcount+1 == 1) and(Ai
(1×7)

== 1)) then Setω← 7;

{* No suitable location found *}

(h) κ = ((κ× ω) mod 7) + 1;

end

if (level = 1) then MLSB1(m×n) ←M(m×n); ALSB1(m×n) ← A(m×n);

if (level = 2) then MLSB2(m×n) ←M(m×n); ALSB2(m×n) ← A(m×n);

if (level = 3) then MLSB3(m×n) ←M(m×n); ALSB3(m×n) ← A(m×n);

end

Step 3:

for i = 1 to (m× (n/7)) do

for j = 1 to 7 do
temp← dec2bin(Ci

(1×7)
(j), 8); temp(8) = num2str(MLSB1i

(1×7)
(j));

temp(7) = num2str(MLSB2i
(1×7)

(j)); temp(6) = num2str(MLSB3i
(1×7)

(j));

SM i
(1×7)

(j) = bin2dec(temp); temp(8) = num2str(ALSB1i
(1×7)

(j));

temp(7) = num2str(ALSB2i
(1×7)

(j)); temp(6) = num2str(ALSB3i
(1×7)

(j));

SAi
(1×7)

(j) = bin2dec(temp);

end

end

Step 4: Apply ξ to distribute (1× 7) pixel block;

if (ξi = 0) then Exchange pixel block betweenSM i andSAi; elseNo exchange;

Step 5: Now two stego imageSM
′

= SM andSA
′

= SA are produced.

Algorithm 7: Data embedding process of EDRDHHC
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wherei is the number of blocks. Then continue the process and update pixel values accordingly

and produce two stego images stegoSM andSA. Finally, we distribute stego pixel blocks,

depending on another shared secret keyξ, among two stego imageSM
′

andSA
′
. If (ξ = 1)

then selected pixel block fromSM is stored onSM
′
and pixel block fromSA is stored onSA

′

otherwise pixel block fromSM is stored onSA
′
and pixel block fromSA is stored onSM

′
.

3.5.2 Data Extraction Process

After receiving dual stego imagesSM
′

andSA
′

receiver applies the keyξ to rearrange pixel

blocks which are shown in Fig.3.24. If (ξ = 1) then selected pixel block fromSA
′

is stored

on SAi and pixel block fromSM
′
is stored onSMi otherwise pixel block fromSM

′
is stored

on SAi and pixel block fromSA
′

is stored onSMi. Collect LSBs of pixel blocks to perform

data extraction process. LSB of the first block from both stego imageSMi andSAi are copied

into MLSB1 and ALSB1 respectively. Complement the bit at theκ position of the MLSB1

then apply Hamming error correcting code to detect the error position. In case of MLSB1, we

use redundant bitr1, r2 andr3 to detect the error as mentioned in Index1 of Fig. 3.24. In

this case, the error encountered at the position3 of MLSB1, soω is updated by3 and then

considerω as secret position for ALSB1 array. The redundant bitsr1 andr2, r3, r4 are used

for ALSB1 shown in Index2 of Fig. 3.24 to detect error. The error position of ALSB1 is the

data embedding position and that position is again set by keyω for LSB2 bits which have to

copied into two arrays MLSB2 and ALSB2. Apply the same extraction process for MLSB2 and

ALSB2 and for MLSB3 and ALSB3 separately to extract secret bits. Now, the keyκ is updated

for the next block using formulaκi+1 = ((κi × ω) mod 7) + 1, where,ω is the error position

of ALSB3 andi = 1, 2, . . . , number of blocks. After extracting the message bit, complement

the corresponding position that means correct the error and produce Hamming adjusted cover

image. Put the MLSB1, MLSB2 and MLSB3 in proper position and construct M array of gray

values and in the same way generate A array from ALSB1, ALSB2 and ALSB3. Now convert

those bits into pixels and stored onSM i andSAi. Finally, collect pixels from the positions3,

5, 6 and7 from SM i and pixels from the positions1, 2 and4 from SAi and rearrange them to

construct original image. The extraction process is to be stopped when receiver finds an error at

secret position in any pixel block after applying Hamming code during extraction. As a result,

one can send any arbitrary length of secret data through this approach. This scheme extracts
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Figure 3.24: Schematic diagram of data extraction process in EDRDHHC
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Input :Dual stego imageSM
′

andSA
′

of hightm and widthn, Secret keysδ andξ;

Output : Secret dataD, Cover imageC; Initialization : count = 1; Calculateκ = (δ mod 7) + 1;

Step 1: if (ξ(x)=0) then SM i
(1×7)

← SA
′i
(1×7)

; SAi
(1×7)

← SM
′i
(1×7)

;

elseSM i
(1×7)

← SM
′i
(1×7)

; SAi
(1×7)

← SA
′i
(1×7)

, wherei = 1, 2, 3, . . . , (m× (n/7)) andx = (reminder(i, length(ξ))+1);

Step 2:

for (i = 1 to (m× (n/7))) do
for (j = 1 to 7)do temp = dec2bin(SM i

(1×7)
(j),8); MLSB1i

(1×7)
(j) = str2num(temp(8));

MLSB2i
(1×7)

(j) = str2num(temp(7)); MLSB3i
(1×7)

(j) = str2num(temp(6)); temp = dec2bin(SAi
(1×7)

(j),8);

ALSB1i
(1×7)

(j) = str2num(temp(8)); ALSB2i
(1×7)

(j) = str2num(temp(7));

ALSB3i
(1×7)

(j) = str2num(temp(6)) ;

end

Step 3:

for (level = 1 to 3) do

if (level == 1) then M(m×n) ←MLSB1(m×n);A(m×n) ← ALSB1(m×n);

if (level == 2) then M(m×n) ←MLSB2(m×n);A(m×n) ← ALSB2(m×n) ;

if (level == 3) then M(m×n) ←MLSB3(m×n);A(m×n) ← ALSB3(m×n) ;

for i = 1 to (m× (n/7)) do
(a) ComplementM i

(1×7)
(κ), whereκ is a shared secret position; (b)r(1×3) ←M i

(1×7)
, wherer is the redundant bits

using Index 1 from Fig.3.24; (c) ω ← decimal(r(1×3)), whereω indicates the error position or data embedding

position; (d)D′
count = M i

(1×7)
(ω), if ω 6= 0; if ((ω == 0)&(M i

(1×7)
== 0)) then Dcount = M i

(1×7)
(1); ω = 1;

if (ω == κ) then gotoStep 5;

(e)M i
(1×7)

(ω) = Complement(M i
(1×7)

(ω)); κ is updated byω;

(f) ComplementAi
(1×7)

(κ), whereκ is a shared secret position; (g)r(1×3) ← Ai
(1×7)

, wherer is the redundant bits

using Index 2 from Fig.3.24; (h) ω ← decimal(r(1×3)), whereω indicates the error position or data embedding

position; (i)D′
count = Ai

(1×7)
(ω), if ω 6= 0; if ((ω == 1)&(Ai

(1×7)
== 1)) then Dcount = Ai

(1×7)
(7); ω = 7;

if (ω == κ) then gotoStep 5;

(j) Ai
(1×7)

(ω) = Complement(Ai
(1×7)

(ω)); (k) Updateκ as,κ = ((κ× ω) mod 7) + 1;

end

if (level == 1) then MLSB1(m×n) ←M(m×n); ALSB1(m×n) ← A(m×n);

if (level == 2) then MLSB2(m×n) ←M(m×n); ALSB2(m×n) ← A(m×n);

if (level == 3) then MLSB3(m×n) ←M(m×n); ALSB3(m×n) ← A(m×n);

end

Step 4:for (i = 1 to (m× (n/7)) do

for (j = 1 to 7)do
tem← dec2bin(Ci

(1×7)
(j), 8); temp(8) = num2str(MLSB1i

(1×7)
(j));

temp(7) = num2str(MLSB2i
(1×7)

(j)); temp(6) = num2str(MLSB3i
(1×7)

(j));

SM i
(1×7)

(j) = bin2dec(temp); temp(8) = num2str(ALSB1i
(1×7)

(j));

temp(7) = num2str(ALSB2i
(1×7)

(j)); temp(6) = num2str(ALSB3i
(1×7)

(j));

SAi
(1×7)

(j) = bin2dec(temp);

if (j=3 or j=5 or j=6 or j=7) then C′i
(1×7)

(j) = SM i
(1×7)

(j);

if (j=1 or j=2 or j=4) then C′i
(1×7)

(j) = SAi
(1×7)

(j);

end

end

Step 5: Recover Cover imageC′
(m×n)

and secret dataD′.

Algorithm 8: Data extraction process of EDRDHHC
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secret data and recovers cover image successfully. The algorithm for data extraction and cover

image reconstruction is given in Algorithm8.

3.5.3 Experimental Results and Comparisons

Some standard gray scale images of size(512 × 512) are used in this study which are shown

in Fig. 3.25. After embedding the secret data, dual stego image has been generated which are

Figure 3.25: Standard cover images used in EDRDHHC

shown in Fig. 3.26. The qualities of stego images are measured using Peak Signal to Noise

Ratio(PSNR). Table3.22 shows the image quality after embedding different amount of secret

data bits. PSNR of (C &SM
′
) and PSNR of (I &SA

′
) represent the measurement of visual

quality of the first and second stego image respectively while Avg. PSNR is the average of

these two qualities of the stego images. From the Table3.22 the average PSNR of proposed

scheme is greater than38 (dB) and the maximum embedding capacity is6 × (512 × 512/7) =

2, 24, 256 bits. The payload is measured byp = γ
(2×m×n)

(bpp), whereγ is the total number of

bits of two stego images. The payload in this scheme is0.426 (bpp). The proposed scheme is

compared with Kim et al.’s [28] DHHC scheme and Lien et al.’s [41] DDHHC scheme shown in

Table 3.23 In Kim et al.’s scheme, the MPSNR of lena image is32.03 and44.71 (dB) when they

embed16, 384 and4, 096 bits respectively. In Lien et al.’s scheme, the MPSNR of lena image
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Figure 3.26: Dual stego images produced from EDRDHHC

Table 3.22: PSNR (dB) of stego images with different embedding capacity in EDRDHHC

PSNR (dB) with data embedding capacity (bits)

Cover image C Secret data (bits) PSNR (C &SM
′
) PSNR (C &SA

′
) Avg. PSNR

Barbara(512× 512)

74,752 40.84 40.88

39.721,49,504 39.82 39.84

2,24,256 38.48 38.47

Lena(512× 512)

74,752 40.55 40.64

39.381,49,504 39.27 39.34

2,24,256 38.18 38.29

Peppers(512× 512)

74,752 40.47 40.50

39.291,49,504 39.22 39.20

2,24,256 38.15 38.25

Mrittika (512× 512)

74,752 40.27 40.70

39.501,49,504 39.20 39.45

2,24,256 38.63 38.74

Tiffany (512× 512)

74,752 40.56 40.59

39.371,49,504 39.29 39.28

2,24,256 38.21 38.31

Gold hill (512× 512)

74,752 40.11 40.90

39.341,49,504 39.28 39.29

2,24,256 38.17 38.26

is 38.60 and44.71 (dB) when embeded16, 384 and4, 096 bits respectively, but in the proposed

EDRDHHC scheme PSNR of lena image is49.89 and53.53 (dB) when embedded with secret
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Table 3.23: Comparison with DHHC and DDHHC schemes in terms of PSNR (dB)

Embedded bits 4, 096 bits 16,384 bits

Scheme DHHC DDHHC EDRDHHC DHHC DDHHC EDRDHHC

Lena 32.03 38.60 53.53 38.12 44.71 49.89

Barbara 32.03 38.57 51.61 38.14 44.77 49.88

Tiffany 31.72 36.24 53.29 38.04 42.91 50.02

Pepper 31.98 38.02 52.31 38.10 44.19 49.85

Gold hill 32.02 38.66 49.76 38.13 44.96 48.98

bits16, 384 and4, 096 respectively. Other PSNR values are shown in Table3.23. It is observed

that PSNR of the proposed scheme is greater than the other existing schemes. As a result, visual

quality is also better than other schemes. In a(512× 512) cover image the embedding capacity

is 2, 24, 256 bits which implies the payload is0.426 (bpp).

Another comparison has been presented with the existing Hamming code based data hiding

schemes which considered gray scale image in their experiment. Matrix coding [67], Hamming

+1 [73] and Hamming +3 [29] schemes have been taken into account for comparison with

proposed scheme. The results are listed in the Table 3.24. The PSNR of the proposed scheme

is lower than all other schemes. The PSNR and payload of proposed scheme is also lower

Table 3.24: Comparison of EDRDHHC with existing schemes in terms of PSNR (dB)

Images Matrix coding Hamming +1 Hamming +3 EDRDHHC scheme

Lena(512× 512) 56.05 52.43 53.95 39.38

Barbara(512× 512) 54.65 48.60 53.93 39.72

Tiffany (512× 512) 53.98 47.46 53.96 39.37

Pepper(512× 512) 54.01 47.26 53.95 39.29

Gold hill (512× 512) 57.02 53.73 53.95 39.34

that other existing dual image based schemes but in terms of security it is better than existing

dual image based schemes, because two shared secret keysδ andξ have been used during data

embedding where maximum possible numbers ofκ is 37449. It is hard to guess the length of

keyξ (l) which is used to shuffle the pixel block among dual image. So, total trails for choosing

correct key will be37449 × 2Length of ξ. Reversibility has been achieved in Hamming code

based data hiding schemes through this approach.
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3.5.4 Steganalysis and Steganographic Attacks

All the stego images are analyzed through RS analysis [18] to test the vulnerability of pro-

posed scheme and perform some steganographic attacks to prove the robustness of the proposed

scheme.

3.5.4.1 RS Analysis

It is observed from Table3.25 and3.26 that the values ofRM = 6452,R−M = 5321,SM = 5412

, S−M = 5214 for Lena image. Thus ruleRM
∼= R−M andSM

∼= S−M are satisfied in this

Table 3.25: RS analysis of stego imageSM
′
in EDRDHHC

Image Data SM
′

RM R−M SM S−M RS value

Lena(512× 512)

74752 6745 5942 5874 5687 0.0784

149504 6591 5642 5641 5463 0.0921

224256 6452 5321 5412 5214 0.1120

Barbara(512× 512)

74752 6245 5621 5274 4952 0.0821

149504 5942 5462 5124 4562 0.0941

224256 5874 5287 4986 4356 0.1120

Tiffany (512× 512)

74752 6874 6014 5749 5574 0.0819

149504 6541 5324 5589 5264 0.1271

224256 6124 5241 5472 5023 0.1148

Pepper(512× 512)

74752 6754 6035 5962 5124 0.1224

149504 6542 5941 5784 4963 0.1153

224256 6324 5874 5632 4741 0.1121

Gold hill (512× 512)

74752 6741 6039 5896 5034 0.1237

149504 6536 5684 5674 4963 0.1280

224256 6472 5963 5471 4762 0.1019

scheme. So, the proposed method is secure against RS analysis.

3.5.4.2 Relative Entropy

The relative entropy between the stego image and original cover image are measured and pre-

sented in Table 3.27.

3.5.4.3 Statistical Analysis

The SD (σ) before and after data embedding of cover and stego images and CC (ρ) between

original and stego images are summarized in Table3.28.
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Table 3.26: RS analysis of stego imageSA
′
in EDRDHHC

Image Data SA
′

RM R−M SM S−M RS value

Lena(512× 512)

74752 6674 5874 5764 5547 0.0817

149504 6489 5592 5674 5547 0.0841

224256 6487 5547 5468 5287 0.0937

Barbara(512× 512)

74752 6245 5641 5236 4978 0.0750

149504 5942 5462 5124 4562 0.0941

224256 5874 5287 4986 4563 0.0930

Tiffany (512× 512)

74752 6874 6014 5749 5574 0.0819

149504 6541 5684 5589 5264 0.0974

224256 6012 5324 5472 5023 0.0990

Pepper(512× 512)

74752 6654 6125 5962 5362 0.0894

149504 6542 6012 5784 5247 0.0865

224256 6324 5874 5632 4962 0.0936

Gold hill (512× 512)

74752 6654 6241 5896 5214 0.0872

149504 6452 5745 5674 5247 0.0935

224256 6324 5874 5632 4962 0.09367

Table 3.27: Experimental results of relative entropy in EDRDHHC

Image Data(bits) Entropy of I Entropy ofSM
′

Entropy ofSA
′

D(SM
′ ||I) D(SA

′ ||I)

Lena(512× 512)

74752 7.4451 7.4512 7.4520 0.0061 0.0069

149504 7.4451 7.4559 7.4565 0.0108 0.0114

224256 7.4451 7.4596 7.4620 0.0145 0.0169

Barbara(512× 512)

74752 7.0480 7.0540 7.0550 0.0060 0.0070

149504 7.0480 7.0570 7.0580 0.0090 0.0100

224256 7.0480 7.0610 7.0625 0.0130 0.0145

Tiffany (512× 512)

74752 7.2925 7.3010 7.0390 0.0085 0.0165

149504 7.2925 7.3120 7.33125 0.0195 0.0200

224256 7.2925 7.3150 7.3160 0.0225 0.0235

Pepper(512× 512)

74752 7.2767 7.2872 7.2971 0.0105 0.0204

149504 7.2767 7.3172 7.3191 0.0406 0.0425

224256 7.2767 7.3257 7.3298 0.0492 0.0533

Gold hill (512× 512)

37720 7.2367 7.2387 7.2398 0.0020 0.0031

64800 7.2367 7.2464 7.2485 0.0097 0.0118

74752 7.2367 7.2490 7.2499 0.0123 0.0132

It is observed that there is no significant difference between the standard deviation of the cover

image and the stego image. This study shows that the magnitude of change in stego-image

based on image parameters is small from cover image. Since the image parameters have not

changed much, so the method offers good concealment of secret data and reduces the chances

of detection. Thus, it suggests a secure steganographic system.
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Table 3.28: Experimental results of SD (σ) and CC (ρ) in EDRDHHC

Image SD (σ) CC (ρ)

Cover image (I) Stego image(SM
′
) Stego image(SA

′
) I & SM

′
I & SA

′
SM

′
& SA

′

Lena(512× 512) 47.8385 46.4867 46.6873 0.9752 0.9757 0.9754

Barbara(512× 512) 38.3719 37.4945 37.8545 0.9751 0.9765 0.9756

Tiffany (512× 512) 61.5978 60.4221 60.9442 0.9814 0.9774 0.9752

Pepper(512× 512) 52.1356 51.8987 52.241 0.9793 0.9791 0.9784

Gold hill (512× 512) 58.8723 57.8974 57.8776 0.9764 0.9728 0.9712

3.5.4.4 Histogram Attack

Fig3.27 have shown the histogram of the cover and stego images and their difference histogram.

The stego image is produced from cover image employing the maximum data hiding capacity.

It is observed that the shape of the histogram is preserved after embedding the secret data. The

difference of the histogram is very small. The bins that are close to zero are more in numbers

and the bins which are away from zero are less in numbers. This confirms better quality of stego

image. There is no step pattern observed which ensures the proposed method is robust against

histogram analysis.

3.5.4.5 Brute Force Attack

Two shared secret keysδ andξ have been used during both embedding and extraction stage. The

scheme is secure to prevent possible malicious attacks. The proposed scheme constructs two

stego images which protect original information by hiding secret information in both images

SM
′

andSA
′
. The Fig3.28 shows the revelation example where both the keys are unknown.

If the malicious attacker holds the original image and dual images and is fully aware of the

proposed scheme, the hidden message still cannot be correctly revealed without knowing the

correct secret keys. For example, Fig.3.28 shows two stego derived from lena images using

secret keys which are different from that used to construct without knowing secret key. The

result indicates that the attacker only acquires noise -like image when applying incorrect secret

key to reveal the hidden message. Furthermore, the attacker may employ the brute force attack

that tries all possible permutation to reveal the hidden message. The total number of trials to

revels the hidden message are2× 7× 18×m× n/B × 2length of ξ, where(m× n) is the size

of the cover image andB is the block size, which are computationally unfeasible for current

computers. The proposed scheme is robust against several attacks. Furthermore, the secret
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Figure 3.27: Histogram of original image, stego images and their difference in EDRDHHC

information can be retrieved without encountering any loss of data using correct secret keys and

original image can be recovered successfully from dual image.

3.5.5 Key Space

Two shared secret keysδ andξ have been used during data embedding and extraction stage.

Another secret positionκ and data embedding positionω is also used during data hiding and

extraction stage but these are not shared secret keys. Theκ has been updated by the data

embedding positionω for each new row. One can use more than one key in a single row

that will enhance security but increase computational cost. The possible number of keys are

2× 7× 18×m× (n/B)× 2length of ξ which are explained below:

Corollary 3.5.1 Possible number of blocks for a(m× n) cover image isb(m× n/B)c, where
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Figure 3.28: Experimental result of Brute Force Attack in EDRDHHC

B is the block size. �

Corollary 3.5.2 Possible number of secret keyκ for a (m × n) cover image is2 × B × B −

1× number of layers for dual image. �

Corollary 3.5.3 Possible number of secret keyξ are 2length of ξ. Combining withκ, the maxi-

mum possible combination will be for a(m×n) cover image is2×B×B−1×number of layers×

2length of ξ. �

Example 3.5.1 Consider a cover image of size(512× 512), wherem = 512 andn = 512 is the

row and column of cover image and block size is7 so, the possible number of keysκ is equal to

2× 7× (7− 1)× 3× b(512× 512/7)c = 9437184. Total possibility of secret keysξ of length

128 (say) is equal to2128. So the combination of total number of possibilities to reveal the keys

are equal to9437184× 2128. �
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3.6 Analysis and Discussions

The comparison of four proposed Hamming code based data hiding schemes are described

below in Table 3.29. From this table it is observed that the payload is better in our reversible data

hiding schemes because dual image has been used which increases data hiding capacity. The

visual quality of PRDHHC and DRDHHC is better than EPRDHHC and EDRDHHC because

only one LSB layer have been considered in earlier schemes but three LSB layers has been

considered in the later scheme to increase payload. The maximum payload is 0.426 (bpp) in

these proposed schemes but reversibility has been achieved. The secret keys play an important

role in enhancing security.

Table 3.29: Comparisons of developed schemes in terms of PSNR (dB) and payload (bpp)

Schemes Reversible/ Irreversible Single/Dual Capacity (bits) PSNR (dB) Payload (bpp)

PRDHHC Irreversible Single 37,306 50.13 0.142

DRDHHC Reversible Dual 74,606 51.75 0.142

EPRDHHC Irreversible Single 1,11,909 32.14 0.426

EDRDHHC Reversible Dual 2,23,818 38.23 0.426

The stego images of these schemes are analyzed through RS analysis, We calculate relative

entropy and find the correlation coefficient(ρ) which are shown in Table 3.30. We have also

shown the total number of trails required to reveal the secret message is94, 37, 184×2128 which

are computationally unfeasible for current computers.

Table 3.30: Comparisons of proposed schemes in terms of steganalysis values

Proposed schemes Capacity (bits) PSNR (dB) RS value Relative Entropy CC(ρ) Payload (bpp)

PDRHHC 37,306 50.13 0.0357 0.0069 0.9864 0.142

DRDHHC 74,606 51.75 0.0578 0.0086 0.9834 0.142

EPRDHHC 1,11,909 32.14 0.667 0.0212 0.9786 0.426

EDRDHHC 2,23,818 38.23 0.1120 0.145 0.9752 0.426

To improve the payload some innovative reversible data hiding schemes have been proposed

using Pixel Value Difference (PVD), Difference Expansion (DE) and Exploiting Modification

Direction (EMD) method which are discussed in next chapter.
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RDH using PVD, DE and EMD
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4.1 Introduction

Communication through data hiding is carried out by concealing the existence of secret infor-

mation within cover media. If the existence of secret information is revealed, data hiding fails.

It can meet both legal and illegal interests. For example, civilians may use it for protecting

privacy while terrorists may use it for spreading terrorist information. For a sophisticated data

hiding strategies, it has been proven in practice that one efficient style of increasing security is

to reduce the number of changes that is inserted into the cover image. However, the embed-

ding efficiency and payload cannot reach the best level when the schemes are used to deal with

gray scale image. Recently, reversible data hiding plays very important role in medical im-

age processing and military communications. Information can be embedded into image which

contains ownership identification, authentication and copy right protection. Designing a novel

data hiding system accomplishing good visual quality, high embedding capacity, robustness and

protection is a technically challenging problem. After the confidential message extraction, the

requirement for the image reversibility for the entire recovery of the original object without any

distortion goes high.

To improve data hiding capacity in terms of the payload using pairs of pixel, some innovative

dual-image based RDH schemes using PVD, DE and EMD method have been proposed. In the

previous chapter, Hamming code based data hiding schemes have been developed with shared

secret keys. The image quality and security was good but the embedding capacity was limited.

To improve the data hiding capacity, three new dual image based reversible data hiding schemes

have been introduced in this chapter. All these proposed schemes are based on PVD and com-

bined with DE and EMD. The first data hiding scheme is based on PVD with DE (PVDDE).

The PSNR of PVDDE is 38.95 (dB) and payload is 1.25 (bpp). To increase the data hiding

capacity while preserving good visual quality another new dual image based RDH scheme has

been presented using PVD with EMD (PVDEMD). In this approach, payload is 1.75 (bpp) with

PSNR 40.43 (dB). Again an attempt has been made to increase the data hiding capacity with

a tolerant level of visual quality. Then another new dual-image based RDH scheme has been

proposed using TPVD with DE (TPVDDE). The payload of this approach is increased to 2.16

(bpp), but quality has been decreased and it is only 26.18 (dB).
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4.2 Dual Image based RDH using PVD with DE (PVDDE)5

In this section, a new dual-image based RDH scheme has been proposed using PVD with DE

(PVDDE). Here, the secret message is partitioned into sub-stream of sizen bits, where(n− 1)

bits are embedded using PVD and1 bit is embedded using DE. First, we consider two con-

secutive pixels from cover image then calculate the difference between them. Now, embed

(n − 1) secret data bits by modifying the pixel pair using PVD and embed1 bit secret data

using embedding function of DE. After embeddingn bits secret data, two pair of pixel has been

produced. Finally, we distribute these two stego pixel pair among dual stego images depending

on a shared secret key. At the receiver end, secret message has been successfully extracted and

original image has been recovered from dual stego images without any distortion. The experi-

mental results and comparisons with other state-of-the-art methods are presented here. Analysis

of stego images has been performed using RS analysis, Histogram analysis, Statistical analysis.

Some steganographic attacks also has been shown here as case study.

4.2.1 Data Embedding Process

The schematic diagram of proposed PVDE method for data embedding process is shown in

Fig 4.1. The corresponding data embedding algorithm is listed in Algorithm9. The numerical

illustration of data embedding also shown in Fig 4.2. According to this approach, first select two

consecutive pixelsxi andxi+1 from original imageI then calculate the pixel value differenced

between them.

d = |xi − xi+1| (4.1)

The number of secret data bits to be embedded within the selected pixel pair is determined

by the sub-range of reference tableR. The reference tableR have equal sub-range[lb, ub]

having the lengthwb that iswb = ub − lb + 1. In this scheme,wb has been fixed as16 unit.

Hence, the contiguous sub-ranges are{0− 15, 16− 31, 32− 47, . . . , 240− 255}which have

capabilities to embed four bits secret data within each pixel pair using PVD. Now to embed these

four bits secret data, two new two parametersd
′
andd

′′
have been introduced and calculated as

5Published in theInternational Journal of Network Security , Vol.18, No.4, pp.633-643, July 2016,(Impact

Factor - 1.3921), with titleA Dual-image based Reversible Data Hiding Scheme using Pixel Value Difference

Expansion
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Figure 4.1: Schematic diagram of data embedding process in PVDDE scheme

follows:

d
′

= lb + m1 (4.2)

d
′′

= d
′ − d (4.3)

wherem1 is the decimal value of four bits secret message. After that, the pixel valuesxi and

xi+1 are modified and two new pixel valuesx
′
i andx

′
i+1 are produced as follows: Ifxi > xi+1

then

x
′

i = xi + f (4.4)

x
′

i+1 = xi+1 − c

else

x
′

i = xi − c (4.5)

x
′

i+1 = xi+1 + f

wherec = dd
′′

2
e andf = bd

′′

2
c. After that, DE method is applied on the pixel pairx

′
i andx

′
i+1

to embed one bit data. Now, select the lower range(lb) from the sub-range of reference tableR
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Input: Original image I (M ×N ), Secret dataD, Shared secret keyξ.

Output: Two stego images, Stego Major (SM) and Stego Auxiliary (SA) of size(M ×N).

Step 1: Select pixel pair (xi, xi+1) from I in raster scan order;

Step 2: Calculate the differenced = |xi − xi+1|;

Step 3: Select4 bits secret data fromD and convert it into decimal valuem1 and1 bit asm2;

Step 4: Calculated
′
= m1 + lb; where,lb is the lower bound of the sub range of reference tableR in whichd is mapped;

Step 5: Calculated
′′

= d
′ − d;

Step 6: Computec = d d
′′

2
e andf = b d

′′

2
c;

Step 7:

if (xi > xi+1) then

x
′
i = xi + f ; x

′
i+1 = xi+1 − c ;

else

x
′
i = xi − c ; x

′
i+1 = xi+1 + f ;

end

Step 8: Calculateh1 = (d− lb);

Step 9: Calculateh
′
1 = 2× h1 + m2; where,m2 is 1 bit secret message;

Step 10:Calculate AverageA = b (x
′
i+x

′
i+1)

2
c;

Step 11:Calculatec1 = dh
′

2
e; andf1 = bh

′

2
c;

Step 12:

if (x
′
i > x

′
i+1) then

x
′′
i = A + c1 ; x

′′
i+1 = A− f1;

else

x
′′
i = A− f1 ; x

′′
i+1 = A + c1;

end

Step 13:

if (ξ = 1) then

Store (x
′
i, x

′
i+1) within stego image SM and store (x

′′
i , x

′′
i+1) within stego image SA;

else

Store (x
′
i, x

′
i+1) within stego image SA and store (x

′′
i , x

′′
i+1) within stego image SM;

end

Step 14: RepeatStep 1to Step 13until length(D) = 0;

Step 15:Dual stego image SM and SA are produced;

Step 16:End

Algorithm 9: Data embedding process of PVDDE

where the differenced is mapped. Then calculate the parametersh1, A andh
′
1 as follows:

h1 = (d− lb) (4.6)

A = (x
′

i + x
′

i+1)/2 (4.7)

h
′

1 = (2× h1 + m2) (4.8)
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Figure 4.2: Numerical example of data embedding in PVDDE method
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wherem2 is one bit secret message. Again, the pixel pair (x
′
i , x

′
i+1) is modified and produced

x
′′
i andx

′′
i+1 as follows: If (x

′
i > x

′
i+1) then

x
′′

i = A + c1 (4.9)

x
′′

i+1 = A− f1

else

x
′′

i = A− f1 (4.10)

x
′′

i+1 = A + c1

wherec1 = d(h′
1/2)e andf1 = b(h′

1/2)c. Finally, two stego pixel pairs (x
′
i, x

′
i+1) and (x

′′
i , x

′′
i+1)

are distributed among dual stego images, Stego Major (SM) and Stego Auxiliary (SA) based

on shared secret key bitsξ. If ξ = 1, then the pixel pair (x
′
i, x

′
i+1) is stored within the stego

image SM and the pixel pair (x
′′
i , x

′′
i+1) is stored within the stego image SA else the pixel pair

(x
′
i, x

′
i+1) is stored within the stego image SA and the pixel pair (x

′′
i , x

′′
i+1) is stored within the

stego image SM. Finally, dual stego images have been produced.

4.2.2 Data Extraction Process

The data extraction procedure of proposed PVDDE scheme has been explained through a

schematic diagram shown in Fig4.3. At the receiver end, both the secret data extraction and

original image reconstruction have been performed by considering pixel pair from both the stego

images SM and SA. First, we apply the shared secret keyξ to select the pixel pair from both

stego images SM and SA for specific operation either PVD or DE. Ifξ = 1, then select pixel

pair (x
′
i, x

′
i+1) from SM and apply data extraction procedure using PVD and at the same time

select pixel pair (x
′′
i , x

′′
i+1) from SA and apply data extraction procedure using DE. Ifξ = 0,

then apply the pixel pair selection process opposite to the previous, that means select pixel pair

(x
′
i, x

′
i+1) from stego image SA and (x

′′
i , x

′′
i+1) from stego image SM. The corresponding algo-

rithm for data extraction and recovery of original image is listed in Algorithm10.

Now, the secret data extraction and original image recovery process have been performed as
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Figure 4.3: Schematic diagram of data extraction process in PVDDE scheme

follows: First, calculate the differenced between the pixel pair (x
′
i, x

′
i+1) and extractm1 as

d = |x′i − x
′

i+1| (4.11)

m1 = d− lb, (4.12)

wherelb is the lower bound of the sub-range of the reference tableR whered is mapped and

m1 is the4 bits secret data. Now, we have perform

h
′

1 = x
′′

i − x
′′

i+1 (4.13)

and collect one bit secret message(m2) from LSB of h
′
1. To recover the original image, we

have performed the following computations:

h1 = bh
′
1

2
c (4.14)

d
′
= (h + lb) (4.15)

d
′′

= d
′ − d (4.16)

c = dd
′′

2
e (4.17)

f = bd
′′

2
c (4.18)
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Input: Two stego images SM and SA, Shared secret keyξ.

Output: Original cover imageI(M ×N); Secret DataD;

Step 1: Select pixel pair from SM and SA in raster scan order;

Step 2:

if (ξ = 1) then

Collect (x
′
i, x

′
i+1) from SM and collect (x

′′
i , x

′′
i+1) from SA;

else

Collect (x
′
i, x

′
i+1) from SA and collect(x

′′
i , x

′′
i+1) from SM;

end

Step 3: Calculated
′
= |x′

i − x
′
i+1|;

Step 4: Extract secret messagem1 = d
′ − lb, wherelb is the lower bound of the sub-range of range tableR;

Step 5: Calculateh
′
1 = (x

′′
i − x

′′
i+1); (Extract secret message bitm2 from LSB ofh

′
1);

Step 6: Calculateh1 = bh
′
1
2
c;

Step 7: Calculated = (h1 + lb); wherelb is the lower bound of the sub-range of the reference tableR whered
′

is mapped;

Step 8: Calculated
′′

= d
′ − d;

Step 9: Calculatec = d d
′′

2
e;

Step 10:Calculatef = b d
′′

2
c;

Step 11:

if (x
′
i > x

′
i+1) then

xi = x
′
i − f ; xi+1= x

′
i+1 + c;

else

xi= x
′
i + c; xi+1= x

′
i+1 − f ;

end

Step 12:RepeatStep 1throughStep 11until all secret data are extracted;

Step 13:End

Algorithm 10: Data extraction process of PVDDE

Now, the pixel pair(xi, xi+1) has been recovered from the stego image using

(xi, xi+1) =

 x
′
i − f, x

′
i+1 + c if x

′
i > x

′
i+1

x
′
i + c, x

′
i+1 − f otherwise

(4.19)

The corresponding numerical example is shown in Fig 4.4.

4.2.3 Overflow and Underflow Control

When stego pixel values become more than the upper limit of gray scale [0, 255] then overflow

situation occurs and when stego pixel value becomes less than the lower limit of gray scale

then underflow occurs. In this scheme, 8 bits gray scale image [0 - 255] have been used, where

upper limit is 255 and lower limit is 0 (zero). Suppose a pixel pair(xi, xi+1) with pixel values

xi = 250 andxi+1 = 255 needs to embed 4 bits secret data value(1101)2 that is(13)10. The

difference between pixel paird is | 250 − 255 | = 5 and the new differenced
′

is 13 + 0 = 13.

Therefore,d
′′

= 13 - 5 = 8,c = 4 andf = 4. After embedding secret message, the stego pixel
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Figure 4.4: Numerical example of data extraction in PVDDE method

pair becomesx
′
i = 246 andx

′
i+1 = 259 which crosses the upper limit of gray scale that means

x
′
i+1 > 255 which shows overflow condition. For underflow, supposexi = 0 andxi+1 = 7 and

try to embed 4 bits secret data(1010)2 that is(10)10. The difference between pixel paird is
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| 0 − 7 | = 7 and the new differenced
′

is 10 + 0 = 10. Therefore,d
′′

= 10 - 7 = 3,c = 2

andf = 1. The stego pixel pair becomesx
′
i = −2 andx

′
i+1 = 8. It is observed thatx

′
i < 0

shows underflow condition. To overcome this situation, do not embed any secret data bit within

those specified pixel pair where overflow and underflow condition may occur. It is observed

that after embedding, the difference between pixel pair is not greater than 31. To overcome

the overflow problem, difference expansion method is used and set the difference 32 when data

hiding by difference expansion is 0 and subtracting 32 from the average of two pixels. So, the

modified pixel pair becomes(x
′′
i = avg − 32, x

′′
i+1 = x

′
i+1) and set the difference 33 when

data is 1 by subtracting 33 from the average of two pixels. So, the modified pixel pair becomes

(x
′′
i = avg − 33, x

′′
i+1 = x

′
i+1). To overcome the underflow problem, set the difference 32

when data is 0 by adding 32 with the average of two pixels. So, the modified pixel pair will

be (x
′′
i = avg + 32, x

′′
i+1 = x

′
i+1) and set the difference 33 when data is 1 by adding 33 with

the average of two pixels. So, the modified pixel pair will be(x
′′
i = avg + 33, x

′′
i+1 = x

′
i+1).

In the receiver side, when difference between the pixelsx
′′
i andx

′′
i+1 is 32 or 33 the receiver

understand that the secret message is not embedded within that pair(x
′
i, x

′
i+1) corresponding to

(x
′′
i , x

′′
i+1).

4.2.4 Experimental Results and Comparisons

The proposed algorithm is verified using some standard gray scale images of size(256 × 256)

pixels as cover image shown in Fig4.5. After data embedding dual stego image SM and SA are

produced which are shown in Fig4.6. The data embedding and data extraction algorithms are

implemented in MATLAB Version 7.6.0.324 (R2008a).

To measure the embedding capacity, we calculate payload(p) in terms of bits per pixel (bpp)

using the following expression.

p =
(bM

2
c − 1)× (bN

2
c − 1)

(2M × 2N)
(4.20)

Here, The payload (p) of this dual image based PVDDE scheme is1.25 bpp. To measure the

complexity, we assume that the size of the cover image is(m × n) and the data embedding

process embed five secret bits within a pixel pair. Two copies of cover image are used as dual

stego image and each pixel pair from cover image generate two copies of pixel pair. So, the time
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Figure 4.5: Standard cover images of size(256× 256) pixel used in PVDDE scheme

complexity of data embedding algorithm isO(mn). On the other hand, during data extraction, it

is required to scan the pixel pair from dual image depending on the key. So, the time complexity

of extraction algorithm isO(mn).

Visual quality of stego images are measured through PSNR shown in Table 4.1. Table4.2

shows the PSNR values of existing dual image based RDH schemes. The PSNR of the stego

images of the proposed PVDDE scheme is lower than the method proposed by Qin et al.’s [52],

Lu et al.’s [45, 46], Chang et al.’s [5, 6] and Lee et al.’s [34, 36] schemes. But the PSNR of

proposed PVDDE method is higher than Lee et al.’s [33] and Zeng et al.’s [75] schemes. The

payload of this scheme is1.25 (bpp), which is higher than the other existing dual image based

schemes. The embedding capacity of the methods proposed by Qin et al. is approximately

0.09 (bpp) less than that of PVDDE method. The payload of Lu et al. and Chang et al. is

approximately0.25 (bpp) less than PVDDE method. It is observed that proposed PVDDE is

superior than the other dual image based schemes in terms of embedding capacity. From the

151



4.2 Dual Image based RDH using PVD with DE RDH using PVD, DE and EMD

Figure 4.6: Generated dual stego images of size(256× 256) pixel from PVDDE scheme
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Table 4.1: PSNR (dB) of stego images after data embedding in PVDDE scheme

Image Data (bits) PSNR (SM) PSNR (SA) Avg. PSNR

Cameraman

40,000 43.40 42.72

36.77
80,000 35.75 38.84

1,60,000 30.77 36.19

1,63,592 30.35 36.14

House

40,000 47.00 41.88

38.95
80,000 40.59 38.53

1,60,000 35.84 36.01

1,63,592 35.79 35.97

Lena

40,000 40.31 43.78

36.93
80,000 35.31 40.19

1,60,000 30.77 37.28

1,63,592 30.67 37.18

Peppers

40,000 39.67 43.47

37.27
80,000 35.45 39.93

1,60,000 32.92 36.98

1,63,592 32.86 36.89

Pirate

40,000 39.79 43.75

37.05
80,000 35.29 40.28

1,60,000 31.58 37.15

1,63,592 31.48 37.09

Girl

40,000 34.57 43.54

35.85
80,000 32.39 40.47

1,60,000 30.50 37.51

1,63,592 30.44 37.42

Tiffany

40,000 40.44 43.75

37.36
80,000 36.32 40.20

1,60,000 32.00 37.19

1,63,592 31.92 37.12

Zelda

40,000 42.20 43.76

38.87
80,000 39.10 40.09

1,60,000 36.08 36.98

1,63,592 35.86 36.90

Goldhill

40,000 45.84 42.85

38.66
80,000 39.77 39.48

1,60,000 34.09 36.80

1,63,592 34.06 36.76

above discussion, one can conclude that PVDDE is better than other existing schemes in terms

of payload, and the PSNR is also reasonable which implies that the quality of the stego image

is good.
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Table 4.2: Comparison of PVDDE with existing dual image based RDH schemes

Scheme PSNR (dB) Payload (bpp)

Chang et al. [5] 45.1225 1.00

Chang et al. [6] 48.14 1.00

Lee et al. [36] 52.3098 0.74

Lee et al. [33] 34.38 0.91

Zeng et al. [75] 32.74 1.04

Lee and Huang [34] 49.6110 1.07

Qin et al. [52] 52.11 1.16

Lu et al. [45] 49.20 1.00

Proposed PVDDE 38.95 1.25

4.2.5 Steganalysis and Steganographic Attacks

Table 4.3: RS analysis of stego image SM in PVDDE schemes

Image Data (bits) SM

RM R−M SM S−M RS value

Cameraman
80000 6745 6542 5462 5364 0.0246

163592 6524 6254 5341 5149 0.0389

House
80000 6345 6147 5632 5486 0.0287

163592 6452 6241 5624 5241 0.0490

F16
80000 6125 5943 5210 5003 0.0343

163592 6314 6014 5347 5123 0.0449

Lake
80000 5863 5642 5874 5684 0.0350

163592 5963 5632 5748 5562 0.0441

Lena
80000 5687 5469 5684 5478 0.0372

163592 5987 5647 5841 5623 0.0471

Living Room
80000 5512 5263 5547 5689 0.0353

163592 6001 5789 5641 5426 0.0366

Peppers
80000 5987 5784 5487 5236 0.0395

163592 6024 5789 5641 5327 0.0470

Pirates
80000 5789 5569 5364 5166 0.0374

163592 6354 6004 5476 5123 0.0594

Girl
80000 5741 5478 5123 4957 0.0394

163592 5941 5741 5247 4968 0.0428

Tiffany
80000 6687 6486 5874 5647 0.0340

163592 6841 6421 5964 5741 0.0502

Zelda
80000 6541 6347 5784 5569 0.0331

163592 6254 5962 5942 5762 0.0387

Gold hill
80000 6452 6243 5674 5441 0.0364

163592 6214 6001 5946 5562 0.0490

Steganalysis is the art of discovering whether a secret message exists or not within a suspected
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image. The stego image of PVDDE scheme has been analyzed through RS analysis [18]. Other

analysis and attacks are depicted here.

4.2.5.1 RS Analysis

When the value of RS analysis is closed to zero it means the scheme is secure. The stego images

are tested under the RS analysis. It is observed from Table4.3 and4.4 that the values ofRM and

R−M , SM andS−M are nearly equal for stego image SM and SA. Thus ruleRM
∼= R−M and

SM
∼= S−M is satisfied for the stego image in this scheme. So, the proposed PVDDE method is

secure against RS attack. In this experiment, the ratio ofR andS lies between0.0246 to 0.0502

Table 4.4: RS analysis of stego image SA in PVDDE scheme

Image Data (bits) SA

RM R−M SM S−M RS value

Cameraman
80000 5784 5964 5624 5247 0.0488

163592 6241 6014 5421 5014 0.0543

House
80000 6541 6214 5784 5547 0.0457

163592 6547 6241 5416 5326 0.0331

F16
80000 6284 5989 5684 5247 0.0611

163592 6574 6015 5246 5124 0.0576

Lake
80000 6014 5741 5984 5746 0.0425

163592 6241 5634 5742 5641 0.0590

Lena
80000 6741 6254 5647 5214 0.0742

163592 5987 5684 5874 6324 0.0634

Living Room
80000 5324 5621 5641 5247 0.0630

163592 6584 6125 6002 5762 0.0555

Peppers
80000 5987 5784 5487 5236 0.0395

163592 6354 6014 5641 5230 0.0626

Pirates
80000 5789 5569 5364 5166 0.0374

163592 6325 6004 5426 5123 0.0531

Girl
80000 5641 5478 5214 4957 0.0386

163592 5698 5241 5247 5123 0.0530

Tiffany
80000 6475 6521 5874 5647 0.0221

163592 6874 6541 5964 5475 0.0640

Zelda
80000 6254 6347 5784 5684 0.01603

163592 5742 6452 5942 5742 0.0778

Gold hill
80000 6328 6354 5674 5541 0.0132

163592 6412 6241 5946 5641 0.0385

for SM and0.0132 to 0.0778 for SA of Cameraman image. Other values are shown in the Table

4.3 and4.4.
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4.2.5.2 Relative Entropy

In this experiment, it is shown that when the number of data bits in the secret message increases,

the relative entropy of stego image is directly proportional to it. The relative entropy between

cover image and SM of lena image varies between 0.006 to 0.0331 when embedded with 40000

to 161992 data bits and SA varies between 0.004 to 0.0286 which implies the proposed scheme

provides secure hidden communication. Other relative entropy values with SM and SA are

listed in Table4.5.

Table 4.5: Relative entropy of SM and SA in PVDDE scheme

Image Data(bits) Entropy I Entropy SM Difference (I& SM) Entropy SA Difference (I& SA)

Lena

40000

7.4451

7.4511 0.006 7.4491 0.004

80000 7.4581 0.013 7.4576 0.0125

160000 7.4779 0.0328 7.4729 0.0278

161992 7.4782 0.0331 7.4737 0.0286

Barbara

40000

7.0480

7.051 0.003 7.062 0.014

80000 7.0575 0.0095 7.0687 0.0207

160000 7.0623 0.0143 7.0712 0.0232

161992 7.0723 0.0243 7.0892 0.0412

Tiffany

40000

7.2925

7.2936 0.0011 7.2985 0.006

80000 7.2998 0.0073 7.3214 0.0289

160000 7.3125 0.02 7.3621 0.0696

161992 7.3254 0.0329 7.3685 0.076

Pepper

40000

7.2767

7.2798 0.0031 7.2845 0.0078

80000 7.2841 0.0074 7.2954 0.0187

160000 7.3154 0.0387 7.3015 0.0248

161992 7.3254 0.0487 7.3125 0.0358

Gold hill

40000

7.2367

7.2398 0.0031 7.2445 0.0078

80000 7.2541 0.0174 7.2654 0.0287

160000 7.3054 0.0687 7.2815 0.0448

161992 7.3154 0.0787 7.3025 0.0658

4.2.5.3 Statistical Analysis

The proposed PVDDE scheme is also assessed through statistical analysis. The Standard Devi-

ation(σ) of before and after data embedding and Correlation Coefficient(ρ) of cover and stego

images are summarized in Table4.6. From this table it has been observed that there is no sub-

stantial divergence between the standard deviation of the cover image and the stego image. This

study shows that the magnitude of change in stego image based on image parameters is small

156



RDH using PVD, DE and EMD 4.2 Dual Image based RDH using PVD with DE

Table 4.6: Result of SD (σ) and CC (ρ) in PVDDE scheme

Image SD (σ) CC (ρ)

I SM SA I& SM I& SA SM & SA

Baboon 38.37 37.85 38.54 0.98 0.99 0.97

Cameraman 61.59 61.12 61.73 0.99 0.99 0.99

Lena 47.83 47.43 47.97 0.98 0.99 0.98

from a cover image. Since the image parameters have not changed much, the method offers a

good concealment of data and reduces the chances of detection. Thus, it indicates a perfectly

secure steganographic system.

Figure 4.7: Result of Histogram attack in PVDDE scheme
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4.2.5.4 Histogram Attack

Fig 4.7 depicted the histogram of the cover and stego image and their difference histogram. The

stego image are produced from cover image employing the maximum data hiding capacity. It

is observed that the shape of the histogram is preserved after embedding the secret data. The

difference of the histogram is very small. It is observed that, bins close to zero are more in

number and the bins which are away from zero are less in number. This confirms the good

quality of stego images. There is no step pattern observed which ensures that the proposed

method is robust against histogram attacks.

4.2.5.5 Brute Force Attack:

Figure 4.8: Result of Case Study - 1 in PVDDE scheme

In this experiment, a shared secret keyξ is used to distribute the stego pixel among dual

images. Here the revelatory example is explained with unknown key.

Case Study - 1: To extract the secret image, if someone uses the wrong key then he can’t re-
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trieve the exact image but a noisy image. Fig. 4.8 shows the experimental result of case

study - 1 of PVDDE method. From Table 4.7 it is observed that the SD (σ) of secret

image is 56.2454 and SD (σ) of extracted noisy image is 62.4046. So, the image deviates

6.1592 from original image. Also the CC (ρ) between these two images is 0.6452. Al-

though the CC (ρ) are not equal to 1 but it has been shown that the noisy image and the

original secret image are visually identified. To improve the results and get more noisy

image, Case Study - 2 is being performed XOR operation between secret key and secret

data.

Case Study - 2: To improve the security of the proposed method, XOR operation has been

performed between secret message bits and share secret key bits stream. Then the result

of XOR operation is embedded within cover image. Then we try to extract secret data

with unknown key. Fig. 4.9 shows the experimental result of case study - 2. From Table

Figure 4.9: Result of Case Study - 2 in PVDDE scheme

4.7 it has been observed that the SD (σ) of secret image is 56.2454 and noisy image is

66.6004. So, the image deviates 10.355 from original image. The CC (ρ) between these
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two images is 0.5230. Although case study - 2 gives better results than case study - 1

but some portion of the noisy image is same as the original secret image. So, to enhance

security we distribute each pixel within dual stego images depending on shared secret

key.

Case Study - 3: In case study - 3, after performing XOR operation, the stego pixels are dis-

tributed depending on shared secret keyξ. For this method, ifξi is one, the pixelx
′
i is

stored within the stego image SM and the pixelx
′′
i is stored within the stego image SA.

If ξi is zero then the pixelx
′
i+1 is stored within the stego image SM and the pixelx

′′
i+1 is

stored within the stego image SA. Fig. 4.10 shows the experimental result of case study

Figure 4.10: Result of Case Study - 3 in PVDDE scheme

- 3 of PVDDE. From Table 4.7 it is observed that the SD (σ) of secret image is 56.2454

and noisy image is 70.9560. So, the image data deviates 14.7106. The CC (ρ) between

these two images is 0.3495. The CC (ρ) is tense to 0 and the original stego image and

noisy image are not visually identified. In case study - 3, the secret image is not recovered

using unknown secret key.
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Table 4.7: Result of SD (σ) and CC (ρ) after Brute Force Attack in PVDDE scheme

SD (σ) CC (ρ)

Secret Image (SI) Case - 1 Case - 2 Case - 3 SI & Case - 1 SI & Case - 2 SI & Case - 3

56.2454 62.4046 66.6004 70.9560 0.6452 0.5230 0.3495

Here, image has been used as secret data instead of text documents. The eavesdropper may

extract the secret data without knowing the parameters which is identified in case study - 1 and

case study - 2. But it is not visually identified in case study - 3 where noisy image is extracted.

But when the text documents are used as a secret data then it is hard to extract original secret

message because any single bit change will effect on the ASCII value of text document. For

image as secret data it is visually observed through open eye but in case of text document it is

difficult to identifying it through open eyes.

4.3 Dual Image based RDH using PVD with EMD (PVDEMD)6

To improve data hiding capacity in terms of payload using pairs of pixel, a new dual image based

RDH scheme has been proposed using PVD and EMD method (PVDEMD), which provides

data hiding capacity up to 1.75 (bpp) with good visual quality measured by PSNR greater than

40 (dB). The details of data embedding and extraction procedures are described below:

4.3.1 Data Embedding Process

Consider an original imageI of size(M ×N), whereM is the height andN is the width of the

original image. Interpolate the original imageI and generate cover imageC of size(2M×2N)

6Published in the proceedings of the First International Conference on Intelligent Computing and Communi-

cation (ICIC2-2016), Advances in Intelligent Systems and Computing (AISC), Springer AISC Series, with title

Dual-Image Based Reversible Data Hiding Scheme Using Pixel Value Difference with Exploiting Modification

Direction
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using the following equation.

C(i, j) = I(p, q)

{ where ,p = 1 . . . M, q = 1 . . . N, i = 1, 3, . . . , (2M − 1), j = 1, 3, . . . , (2N − 1)}

C(i, j) = (C(i, j − 1) + C(i, j + 1))/2

{ if (((i mod 2) 6= 0)&((j mod 2) = 0)), ∀ i = 1 . . . , (2M − 1), j = 1 . . . , (2N − 1)}

C(i, j) = (C(i− 1, j) + C(i + 1, j))/2

{ if (((i mod 2) = 0)& ((j mod 2) 6= 0)), ∀ i = 1 . . . , (2M − 1), j = 1 . . . , (2N − 1)}

C(i, j) = (C(i− 1, j − 1) + C(i− 1, j + 1) + C(i + 1, j − 1) + C(i + 1, j + 1))/4

{ if (((i mod 2) = 0)& ((j mod 2) = 0)), ∀ i = 1 . . . , (2M − 1), j = 1 . . . , (2N − 1)}

(4.21)

The cover imageC is generated using image interpolation with size(2M − 1) × (2N − 1).

To get the size (2M × 2N ) image, we copy the pixel value of(2M − 1) row to 2M row and

(2N − 1) column to2N column value. This is the boarder line of the cover image which is not

visually distorted. Now, consider the secret dataD which is divided into blocks of7 bits that is

D =
∑
{Di|i = 1, 2, . . . , D/7}. Each7 bits are again divided into two parts, where4 bits are

embedded through PVD method and3 bits are embedded using EMD method. The schematic

diagram of data embedding using PVD and EMD is depicted in Fig4.12. To embed4 bits secret

data, first select pixel pair (Ca, Cb) from the cover imageC in raster scan order. Then compute

the differenced as follows:

d = |Ca − Cb| (4.22)

The difference value|d| belongs to the range between0 to 255. In this scheme, we use the

range tableR with n contiguous sub-rangeRb, {Rb|m = 1, 2, . . . , n} which are used in both

embedding and extraction process. The range tableR is shown in Fig. 4.11.

Figure 4.11: Range tableR of the proposed PVDEMD method

Each sub-rangeRb has a

lower and a upper bound,

namely lb and ub respectively

andRb ∈ [lb, ub]. The width

wb of each sub-rangeRb is ob-

tained using

wb = ub− lb + 1 (4.23)

Here, each sub-rangeRb has same widthwb that is16. The number of bits(t) to be embedded

are decided by the following equation.

t = blog2(wb)c (4.24)
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Since, the length of each sub-range of range table is16, that means4 bits secret data are to

be embedded within each pixel pair. Now, select4 bits from secret dataDi and convert it into

Figure 4.12: Schematic diagram of data embedding process in PVDEMD scheme

decimal valuem1. To embed secret messagev, compute new difference|d′| using the following

equation.

d
′
= m1 + lb (4.25)

Now, calculate some parametersd
′′
, c andf using the following equation.

d
′′

= d
′ − d

c = dd′′/2e

f = bd′′/2c

(4.26)

New pixel pair (Pa,Pb) is generated by modifying the pixel pair (Ca,Cb) either by adding or

subtracting parametersc andf by which4 bits secret data are embedded. If(Ca > Cb), then

163



4.3 Dual Image based RDH using PVD with EMD RDH using PVD, DE and EMD

the modified pixel pair(Pa, Pb) is obtained by Pa = Ca + f

Pb = Cb − c
(4.27)

If (Ca < Cb), then the modified pixel pair(Pa, Pb) is obtained by Pa = Ca − c

Pb = Cb + f
(4.28)

After that we apply EMD to embed next3 bits of secret message within two pixel pairs (Ca,Cb)

taken from cover image and generated pixel pair (Pa,Pb). Now, select next3 bits secret message

from Di and convert into decimal valuem2.

We compute the embedding functionf() using two pixel pair (Ca,Cb, Pa,Pb) as follows.

f(Ca, Cb, Pa, Pb) = (Ca × 1 + Cb × 2 + Pa × 3 + Pb × 4) mod 9 (4.29)

If f(Ca, Cb, Pa, Pb) = m2, then the new pixel pair (Ea, Eb) have been updated by the pixel pair

(Ca, Cb) that isEa = Ca andEb = Cb. If f (Ca,Cb,Pa,Pb) 6= m2 then we calculatef1() such that

f1() = m2. The new pixelEa will contain the pixel valueCa to achieve reversibility. Now, the

f1() function is calculated using the pixels (Ca, Cb, Pa, Pb) as follows.

f1() = [1× Ca + 2× (Cb − (x× sign(Pb − Cb))) + Pa × 3 + Pb × 4] mod 9 (4.30)

Now, one have to adjust the value ofx in such a way that the value off1() will be equal tom2,

where,x is an integer,x ∈ {1, 2, . . . , 5} andsign() will return 1 or−1 depending on the value

of (Pb − Cb). So, the modified stego pixel pair (Ea, Eb) is calculated as follows.

Ea = Ca; Eb = (Cb − (x× sign(Pb − Cb))) (4.31)

The following modification on pixel pair (Ea, Eb) has been applied to enhance stego image

quality. The modified pixel pair (E
′
a, E

′

b) has been calculated using following equation.

(E
′

a, E
′

b) =

 (Ea, Eb + 4), if Pb > Cb

(Ea, Eb − 4), otherwise
(4.32)

Finally, two stego pixel pairs(Pa, Pb) and(E
′
a, E

′

b) are generated. To enhance the security, we

did not store the modified pixel into one stego image but rather distributed among dual image
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Input: Original image I (M ×N ), Secret dataD, Shared secret keyξ, Range tableR.

Output: Two stego images, SM and SA of size(2M × 2N);

Step 1: Produce the cover imageC of size(2M × 2N) from the original imageI using equation (4.21);

Step 2: Secret dataD, which is divided intoDi{Di|i = 1, 2, . . . , D/7} ;

Step 3: Select pixel pair (Ca, Cb) from C in raster scan order ;

{ Data embedding using PVD (4 bits)}

Step 4:

(a) Calculated = |Ca − Cb|;

(b) Select4 bits data fromDi and convert into decimal valuem1;

(c) Calculated
′
= m1 + lb; where,lb is the lower bound of the sub range of range tableR whered mapped.;

(d) Calculated
′′

= d
′ − d;

(e) Calculatec = d d
′′

2
e andf = b d

′′

2
c ;

(f)

if (Ca > Cb) then

Pa = Ca + f ; Pb = Cb − c;

else

Pa = Ca − c ; Pb = Cb + f ;

end

{ Data embedding using EMD (3 bits)}.

Step 5: Select next 3 bits fromDi and convert into decimal valuem2;

Step 6: Calculatef (Ca,Cb,Pa,Pb) using equation (4.29).

Step 7:

if f(Ca,Cb,Pa,Pb) = v1 then

Ea = Ca ; Eb = Cb;

else
Calculatef1() using equation (4.30) such thatf1() = v1 then.

Ea = Ca ; Eb = (Cb − (x× sign(Pb − Cb)));

end

Step 8:The modified pixel pair (E
′
a,E

′
b) is calculated as follows:

if Pb > Cb then

E
′
a = Ea; E

′
b = Eb+4;

else

E
′
a = Ea; E

′
b = Eb-4;

end

Step 9: Distribute modified pixel pair among dual image depending on shared secret keyξ.

if (ξ = 1) then
Store (Pa, Pb) within stego image SM and store (Ea, Eb) within stego image SA;

else
Store (Pa, Pb) within stego image SA and store (Ea, Eb) within stego image SM;

end

Step 10: RepeatStep3 to Step9 until all secret data bits are embedded.

Step 11: Two stego images SM (2M × 2N ) and SA (2M × 2N ) are produced.

Step 12: End.

Algorithm 11: Data embedding process of PVDEMD
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Figure 4.13: Numerical illustration of data embedding process in PVDEMD scheme
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depending on a share secret key streamξ. If ( ξ = 1) then the pixel pair(Pa, Pb) has been stored

within the stego major (SM) image and the pixel pair(E
′
a, E

′

b) has been stored within the stego

auxiliary (SA) image. If (ξ = 0) then the pixel pair(Pa, Pb) has been stored within the SA and

the pixel pair(E
′
a, E

′

b) has been stored within the SM.

Example 4.3.1 Fig. 4.13 shows the example using some numerical values. The original image

block of size(2× 2) has been taken and the secret dataD is (11011001111011)2 is considered.

The data bits are divided into two data unitsD1 = (1101100)2 and D2 = (1111011)2. Fig.

4.13(b) shows the cover image blockC of size(4× 4) which is produced using equation(4.21).

D1 is embedded within the first pixel pair that is(160, 165) and D2 is embedded within the

second pixel pair that is(170, 170). In this example, Fig.4.13(b) and4.13(c) shows two stego

images SM and SA which are generated after data embedding. �

4.3.2 Data Extraction Process

During data extraction, we first rearrange the pixel pair from stego images SM and SA using

shared secret keyξ. If (ξ = 1) then pixel pair (E
′
a, E

′

b) is collected from the stego image

SA otherwise, pixel pair (E
′
a, E

′

b) is collected from the stego image SM. Then we recover the

original imageI from pixel pair (E
′
a, E

′

b). To recover the pixel value(Ia) of the original image

I, first we check the pixel pair (E
′
a, E

′

b) which belongs to the odd row of SM or SA. If the pixel

pair is collected from odd row, then the original pixel value(Ia) is obtained by

Ia = E
′

a (4.33)

The schematic diagram of data extraction and original image recovery is depicted in Fig.4.14,

where Fig.4.14(a) and4.14(b) shows two stego image SM (2M × 2N ) and SA (2M × 2N )

respectively. Fig.4.14(c) is the original imageI of size(M ×N). Fig. 4.14(d) is cover image

C of size(2M × 2N).

After recovering the original imageI, we generate the cover imageC using equation (4.21).

The last row and last column of the cover imageC are copied by the value of(2M −1) row and

(2N − 1) column of cover imageC. To retrieve the secret data from dual image, first we select

pixel pair from the stego images SM and SA in raster scan order and apply PVD or modified
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Figure 4.14: Schematic diagram of data extraction process in PVDEMD scheme

EMD method depending on the share secret keyξ. If (ξ = 1) then the pixel pair (Pa, Pb) is

retrieved from the stego image SM and the pixel pair (E
′
a, E

′

b) is retrieved from the stego image

SA. If (ξ= 0) then the pixel pair (Pa, Pb) is retrieved from the stego image SA and the pixel

pair (E
′
a, E

′

b) is retrieved from the stego image SM. Also we select pixel pair (Ca, Cb) from

the cover imageC in raster scan order. Then we apply data extraction procedure using PVD

method on the pixel pair (Pa, Pb) to extract 4 bits secret data from each pixel pair. To do this

first compute the differenced
′
using the following equation.

d
′
= |Pa − Pb| (4.34)

The number of bitst, which are to be extracted from the pixel pair are to be decided by the

range tableR, where the differenced
′
is mapped.

t = blog2(wb)c, (4.35)

wherewb = (ub − lb + 1). Here,lb andub will be the lower bound and upper bound of each

168



RDH using PVD, DE and EMD 4.3 Dual Image based RDH using PVD with EMD

Input: Two stego images SM (2M × 2N ) and SA (2M × 2N ), Shared secret keyξ, Range tableR;

Output: Original imageI(M ×N ); Secret dataD ;

Step 1: For eachq, whereq = 1, 2, . . . , (2M × 2N/2);

if (ξ = 1) then

selectqth pixel pair (E
′
a, E

′
b) from odd row of stego image SA;Ia = E

′
a’;

else

Selectqth pixel pair (E
′
a, E

′
b) from odd row of stego image SM;Ia = E

′
a;

end

Step 2: After executing Step 1, the original imageI is recovered. Then generate cover imageC using equation (4.21).

Step 3: Select pixel pair from SM and SA in raster scan order;

if ξ = 1 then

select pixel pair (Pa, Pb) from stego image SM and select pixel pair (E
′
a, E

′
b) from stego image SA

else

Select pixel pair (Pa, Pb) from stego image SA and select pixel pair (E
′
a, E

′
b) from stego image SM

end

Step 4: Calculated
′
= |Pa − Pb| ;

Step 5: Secret datam1 = d
′ − lb, wherelb is the lower bound of the sub-range of range tableR.

Step 6: Convertm1 into binary form of4 bits.

Step 7: Modify pixel pair (E
′
a,E

′
b) to (Ea,Eb) as follows:

if Pb > Cb then

Ea = E
′
a; Eb = E

′
b - 4;

else

Ea = E
′
a; Eb = E

′
b + 4;

end

Step 8: Calculatef() function to retrieve the secret messagem2 using equation (4.38).

Step 9: Convertm2 into binary form of3 bits, Concatenatem1 andm2 to get secret dataD1 = m1m2.

Step 10: Repeat Step 3 to Step 9 until all data are extracted;

Step 11: End.

Algorithm 12: Data extraction process of PVDEMD

sub-rangeRb respectively. The secret datam1 in decimal form will be extracted using

m1 = d
′ − lb (4.36)

Now, convertm1 into binary form and gett bits secret data ofD1. To get the pixel pair (Ea, Eb)

from the modified pixel pair (E
′
a,E

′

b), follow the equation below.

(Ea, Eb) =

 (E
′
a, E

′

b − 4), if Pb > Cb

(E
′
a, E

′

b + 4), if Pb ≤ Cb

(4.37)

Then secret datam2 is retrieved from the pixel values (Ea, Eb, Pa, Pb) by calculating thef()

function using the following formula

m2 = f(Ea, Eb, Pa, Pb) = (Ea × 1 + Eb × 2 + Pa × 3 + Pb × 4) mod 9 (4.38)

Now, convertm2 into 3 bits binary form to get the last part ofD1.
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Figure 4.15: Numerical illustration of data extraction in PVDEMD scheme

Example 4.3.2 Fig. 4.15 shows the numerical illustration of data extraction procedure. Fig.

4.15(a) and Fig.4.15(b) shows two stego images SM and SA of size(4× 4) respectively. Since

secret key bitξ = 1, so, the pixel pair(Pa, Pb) that is (156, 169) is selected from stego image

SM and the pixel pair(E
′
a, E

′

b) that is(160, 164) is selected from stego image SA. The pixel pair

(E
′
a, E

′

b) belongs to odd row of the stego images which is the original pixel value, that is(Ia) =

160. Again we check shared secret key bitξ = 0, so, the pixel pair(Pa, Pb) that is (162, 177)

is selected from stego image SA and the pixel pair(E
′
a, E

′

b) that is (170, 174) is selected from
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stego image SM. Since the pixel pair(Ea, Eb) belongs to odd row which indicates the original

pixel value(Ia) = 170 from the pixel pair. The Fig.4.15(c) shows the original image blockI

of size(2 × 2) which is extracted from stego images and Fig.4.15(d) shows the cover image

block C of size(4 × 4) which is generated using equation (4.21). Now, extract secret data

(1101)2 from pixel pair (156, 169) applying PVD and extract secret data(100)2 from pixel

pairs (160, 160, 156, 169) usingf() function of EMD. So, the secret dataD1 = (1101100)2 has

been extracted. Again, the extraction of secret data(1111)2 from pixel pair(162, 177) and the

secret data(011)2 from pixel pair (170, 170, 162, 177) has been performed which are shown

here. So,D2 is (1111011)2 is extracted. Combining these two data unitD1 and D2, we can

get secret dataD=(11011001111011)2 which are extracted successfully from both the stego

images. �

4.3.3 Overflow and Underflow Control

In this approach, overflow and underflow situation may occur during data embedding. When

the original pixel value is nearer to 255 and then if we modify that by addition then the pixel

value may exceed the maximum gray value (255) then this situation is called overflow situa-

tion. When the pixel value is nearer to zero (0) and if we modify that one by subtraction then

the pixel value may reach below the gray scale (0) that is negative then that situation is called

underflow situation. In this scheme, any pixel modification depends on the embedding function

which is modulus of9, So maximum possible modification will be done by9. To overcome the

overflow and underflow situation, we modify the pixel value of the cover image to less than 246

or greater 9 respectively.

Overflow Control: Suppose a pixel pair with pixel valueCa = 253 and Cb = 252 and 4

bits secret data that is(1110)2 in decimal(14)10 needs to be embedded. The difference

between two pixelsd = | 253−252 | = 1. The new differenced
′
is 14+0 = 14. Therefore,

d
′′

= 14 − 1 = 13 and the value ofc andf are7 and6 respectively. The modified pixel

Pa = Ca + f = 259 > 255 andPb = Cb − c = 245. That means overflow problem occur

at the pixelPa. It has been possible to solve this problem by taking the help of image

interpolation technique. At the time of image interpolation we can set a threshold value in

such a way that no pixel value falls into the overflow situation meaning it can not exceed
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246 because the maximum width of the sub-range of range table is 16. The maximum

value off() will not be greater than 8. So, addition off() with the pixel value causes

overflow situation. Therefore, if we fix the interpolate pixel value 246 then it overcomes

overflow situation. For two consecutive pixels, one is original pixelCa and another one

interpolates pixelCb. So, it may perform addition operation on interpolating pixelCb

which is not greater than 246. Again, pixelPa or Pb may fall under overflow or underflow

situation after adjustingCa andCb by c andf during data embedding. To overcome this

situation, always modifyCb by the parameterd
′′

and at the overflow situationCa will be

unchanged. Thed
′′

is subtracted fromCb to keepd
′

unaffected between the pixel pair

(Pa, Pb). The pixel pair(Pa, Pb) can be computed using the following formula. Pa = Ca

Pb = Cb − d
′′

(4.39)

For example, consider two pixelCa = 253 andCb = 252.Cb is the interpolated pixel and

fix it by 246. Now the differenced = |253− 246| = 7 andd
′′

= (14− 7) = 7. Parameter

c = 4 andf = 3. According to equation (4.27) the pixel pairPa = 253 + 3 = 256

andPb = (246 − 4) = 242. Here,Pa falls into overflow situation. To solve this over-

flow problem again, we use the equation (4.39). That means the pixel pairPa = 253

andPb = (246 − 7) = 239. In case of EMD there is no chance to occur overflow situ-

ation on pixel pair(Ea, Eb). Because after apply this techniqueEa is same asCa which

belongs to [0,255] andCb is modified toEb by k, wherek = 1, 2,. . . , 9. If k is 9 then

Eb = (246 + 9) = 255 or Eb = (246 − 9) = 237. So, this scheme successfully handles

the overflow situation.

Underflow control: Consider an example where underflow problem may occur during data

embedding through pixel value difference on the pixel pair(Ca, Cb). Assume that the

value of the pixel pair is(Ca, Cb) = (0, 2). 4 bits secret data(1110)2 (in decimal(14)10)

needs to be embedded. The difference between two pixelsd is |0 − 2| = 2 andd
′

is

14 + 0 = 14. The parametersd
′′

= (14 − 2) = 12 and the value ofc = 6 andf = 6

are calculated. Now the updated pixel pair will bePa = −6 andPb = 8. Here underflow

problem occurs because(Pa < 0). To overcome this problem, we adjust the interpolated

pixel at the time of interpolation. When the interpolated values lie less than9 then fix the
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interpolated pixelCb by 9. Similarly any pixelPa or Pb may fall in underflow situation

after adjustingCa andCb by c andf during data embedding. To overcome this problem

we modifyCb by d
′′

(at the underflow situationCa will be same andm is added withCb

to keepd
′
unaffected between the pixel pair(Pa, Pb). So, the modified pixel pair(Pa, Pb)

is computed using the following formula. Pa = Ca

Pb = Cb + d
′′

(4.40)

Therefore the underflow problem of the above situation is solved by setting interpolated

pixel Cb = 9. The new pixel pairCa = 0 andCb = 9. Differenced = | 0 − 9 | = 9 andd
′′

= (14 - 9) = 5. Therefore the pixel pairPa = −3 andPb = 11. It is observed thatPa is in

underflow situation. So, it is required to apply equation (4.40) to calculate new pixelPa =

0 andPb = 14. In case of EMD, no underflow problem may occur on the pixel pairEa, Eb

for the reason thatCb is set to9. SinceCb is modified toEb by k, wherek = 1, 2,. . . , 9.

If k is 9 thenEb = 9 + 9 = 18 orEb = 9 - 9 = 0. No underflow situation may occur in this

proposed scheme.

4.3.4 Experimental Results and Comparisons

The proposed scheme is verified and tested using gray scale image of size(256 × 256) pixels

which is shown in Fig.4.16. After embedding the secret messages, dual stego image, stego

major (SM) and stego auxiliary (SA) of size(512× 512) have been generated which are shown

in Fig. 4.17. The developed algorithm Algorithm 11 for data embedding and Algorithm 12 for

data extraction are implemented in MATLAB Version 7.6.0.324 (R2008a).

The analysis in terms of PSNR is shown in Table 4.8. The PSNR of the stego images in pro-

posed scheme varies44 (dB) to 37 (dB) when data embedding capacity varies from1, 60, 000

bits to9, 16, 656 bits. To calculate payload in terms of bits per pixel (bpp), the following ex-

pression is used

p =
2M ×N × r

2M × 2N × s
, (4.41)

whereM = 256 andN = 256, r is the number of bits which are embedded within each pixel

pair ands is the number of stego images. According to equation (4.41) the payloadp = 1.75
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Figure 4.16: Standard input images are used in PVDEMD scheme

(bpp). It is observed that the average PSNR is more than40 (dB) which assures the quality of

the stego images.

Comparisons with other dual image based existing data hiding schemes are shown in Table

4.9. From this table it is observed that the average PSNR of the stego images of our proposed

method is higher than40 (dB) which is lower than the scheme proposed by Qin et al. [52], Lu

et al. [45], Chang et al. [5] and Lee et al. [36] [34]. But the PSNR of proposed scheme is0.54

(dB) higher than Chang et al.’s [10] scheme.

The payload of the PVDEMD method is 1.75 (bpp) which is higher than other existing

schemes. The embedding capacity of Chang et al.’s [10] scheme is1.53 (bpp) which is0.22

(bpp) less than PVDEMD scheme. It is observed that the embedding capacity of PDVEMD is

higher than the other existing dual image based RDH methods. Table 4.10 presents the compar-

ison of the proposed scheme with other single image based data hiding schemes. The PSNR of
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Figure 4.17: Generated dual stego images SM and SA of PVDEMD scheme

175



4.3 Dual Image based RDH using PVD with EMD RDH using PVD, DE and EMD

Table 4.8: PSNR (dB) with data embedding capacity of PVDEMD scheme

Image Data (bits) PSNR (SM& C) PSNR(SA & C) Avg. PSNR(dB)

Cameraman

1,60,000 44.8730 44.6110

40.4289
4,00,000 40.8789 40.6836

6,00,000 39.1323 38.9067

9,16,656 37.2853 37.0608

House

1,60,000 44.8721 44.6118

40.4281
4,00,000 40.8752 40.6821

6,00,000 39.1334 38.9054

9,16,656 37.2841 37.0611

F16

1,60,000 44.8733 44.6128

40.4281
4,00,000 40.8746 40.6773

6,00,000 39.1364 38.9071

9,16,656 37.2818 37.0621

Lake

1,60,000 44.8733 44.6128

40.4274
4,00,000 40.8740 40.6795

6,00,000 39.1321 38.9098

9,16,656 37.2795 37.0584

Lena

1,60,000 44.8695 44.6172

40.4285
4,00,000 40.8788 40.6769

6,00,000 39.1403 38.9077

9,16,656 37.2816 37.0564

Peppers

1,60,000 44.8709 44.6074

40.4284
4,00,000 40.8831 40.6774

6,00,000 39.1292 38.9118

9,16,656 37.2869 37.0612

Boat

1,60,000 44.8787 44.6066

40.4278
4,00,000 40.8772 40.6792

6,00,000 39.1322 38.9077

9,16,656 37.2822 37.0589

Gold hill

1,60,000 44.8681 44.6141

40.4267
4,00,000 40.8729 40.6795

6,00,000 39.1302 38.9050

9,16,656 37.2851 37.0592

Zelda

1,60,000 44.8814 44.6053

40.4330
4,00,000 40.8817 40.6877

6,00,000 39.1332 38.9097

9,16,656 37.2951 37.0705

Babbon

1,60,000 44.8719 44.6109

40.4330
4,00,000 40.8774 40.6146

6,00,000 39.1379 38.9053

9,16,656 37.2855 37.0634

proposed method is lower than the method proposed by Shen and Huang [54] but higher than

the method proposed by Lee et al. [33] and Zeng et al. [75]. This method is superior in terms
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Table 4.9: Comparison of PVDEMD with existing dual image based RDH scheme

Methods Measure Images

Lena Peppers Boat Goldhill Zelda Baboon

Chang et al. [5]

PSNR(1) 45.12 45.14 45.12 45.13 45.13 45.11

PSNR(2) 45.13 45.15 45.13 45.14 45.11 45.13

PSNR(Avg.) 45.13 45.15 45.13 45.14 45.12 45.12

Capacity(bpp) 1 0.99 1 1 0.99 0.99

Chang et al. [6]

PSNR(1) 48.13 48.11 48.13 48.13 48.15 48.13

PSNR(2) 48.14 48.14 48.12 48.15 48.13 48.14

PSNR(Avg.) 48.14 48.13 48.13 48.14 48.14 48.14

Capacity(bpp) 1 1 1 1 1 1

Lee et al. [36]

PSNR(1) 51.14 51.14 51.14 51.14 51.14 51.14

PSNR(2) 54.16 54.17 54.16 54.16 54.17 54.14

PSNR(Avg.) 52.65 52.66 52.65 52.65 52.66 52.64

Capacity(bpp) 0.75 0.75 0.75 0.75 0.75 0.75

Lee and Huang [34]

PSNR(1) 49.76 49.75 49.76 49.77 49.77 49.77

PSNR(2) 49.56 49.56 49.57 49.57 49.58 49.56

PSNR(Avg.) 49.66 49.66 49.67 49.67 49.68 49.77

Capacity(bpp) 1.07 1.07 1.07 1.07 1.07 1.07

Chang et al. [10]

PSNR(1) 39.89 39.94 39.89 39.9 39.89 39.91

PSNR(2) 39.89 39.94 39.89 39.9 39.89 39.91

PSNR(Avg.) 39.89 39.94 39.89 39.9 39.89 39.91

Capacity(bpp) 1.53 1.52 1.53 1.53 1.53 1.53

Qin et al. [52]

PSNR(1) 52.11 51.25 51.11 52.11 52.06 52.04

PSNR(2) 41.34 41.52 41.57 41.34 41.57 41.56

PSNR(Avg.) 46.72 46.39 46.84 46.72 46.82 46.80

Capacity(bpp) 1.16 1.16 1.16 1.16 1.16 1.16

Lu et al. [45]

PSNR(1) 49.20 49.19 49.20 49.23 49.19 49.21

PSNR(2) 49.21 49.21 49.21 49.18 49.21 49.20

PSNR(Avg.) 49.21 49.20 49.21 49.21 49.20 49.21

Capacity(bpp) 1 0.99 1 1 0.99 0.99

Lu et al.(k=2) [45]

PSNR(1) 49.89 49.89 49.89 49.90 49.89 49.89

PSNR(2) 52.90 52.92 52.90 52.90 52.88 52.87

PSNR(Avg.) 51.40 51.41 51.40 51.40 51.39 51.38

Capacity(bpp) 1 0.99 1 1 0.99 0.99

PVDEMD

PSNR(1) 40.54 40.54 40.54 40.54 40.54 40.54

PSNR(2) 40.31 40.31 40.31 40.31 40.31 40.31

PSNR(Avg.) 40.43 40.43 40.43 40.43 40.43 40.43

Capacity(bpp) 1.75 1.75 1.75 1.75 1.75 1.75

of embedding capacity than the other existing methods. In terms of security, it is also better

because the secret key is used to distribute the embedded pixel among dual stego image. Again

without simultaneous dual images and secret key it is hard to retrieve the secret message.
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Table 4.10: Comparison of PVDEMD with existing single image based RDH scheme

Methods Measure Images

Lena Boat Goldhill Babbon

Lee et al. [33]
PSNR 34.38 33.12 32.08 30.03

Capacity(bpp) 0.91 0.86 0.84 0.62

Zeng et al. [75]
PSNR 32.74 32.96 31.82 30.97

Capacity(bpp) 1.04 1.04 0.80 0.51

Shen and Huang. [54]
PSNR 42.46 41.60 41.80 38.88

Capacity(bpp) 1.53 1.55 1.54 1.69

PVDEMD
PSNR 40.43 40.43 40.43 40.43

Capacity(bpp) 1.75 1.75 1.75 1.75

4.3.5 Steganalysis and Steganographic Attacks

The goal of steganalysis is to gather enough evidence about the presence of embedded message

and to break the security of its carrier. The importance of steganalytic techniques that can reli-

ably detect the presence of hidden information in images. Steganalysis finds its use in computer

forensics, cyber warfare, tracking the criminal actions over the internet and collecting evidence

for investigations especially in case of anti-social components. Apart from this law enforcement

and anti-social implication steganalysis also has a peaceful application improving the security

of steganographic tools by judging and recognizing their weaknesses.

Table 4.11: Results of RS analysis for stego image SM in PVDEMD scheme

Image Data (bits) SM

RM R−M SM S−M RS value

Cameraman

160000 7118 7107 3551 3594 0.0051

400000 6768 6851 3944 3895 0.0123

600000 6304 5947 4943 5279 0.0616

916656 6207 6035 4997 5173 0.0311

Lena

160000 5617 5607 4067 4068 0.0011

400000 5563 5476 4291 4337 0.0135

600000 5636 5539 4517 4589 0.0166

916656 5641 5387 4509 4709 0.0447

Baboon

160000 5893 5815 4960 5105 0.0205

400000 5897 5875 5076 5131 0.0070

600000 6018 5813 5107 5313 0.0369

916656 5844 5986 5256 5123 0.0248
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4.3.5.1 RS Analysis

We have analyzed the stego images by RS analysis [16]. When the value of RS analysis is closer

to zero means the scheme is secure. It is observed from Table4.11 and4.12 that the values of

RM andR−M , SM andS−M are nearly equal for stego image SM and SA. In this experiment,

the ratio ofR andS lies between0.0051 to 0.0616 for SM and0.0043 to 0.0267 for SA for

Cameraman image. Thus ruleRM
∼= R−M andSM

∼= S−M is satisfied for the stego image in

our proposed scheme. So, the proposed method is secure against RS attack. Other experimental

values are shown in the Table4.11 and4.12.

Table 4.12: Results of RS analysis for stego image SA in PVDEMD scheme

Image Data (bits) SA

RM R−M SM S−M RS value

Cameraman

160000 6945 7078 3877 3721 0.0267

400000 6506 6535 4490 4472 0.0043

600000 6514 6528 4287 4224 0.0071

916656 6538 6647 4283 4225 0.0154

Lena

160000 5575 5565 4139 4133 0.0016

400000 5590 5514 4239 4299 0.0138

600000 5587 5442 4579 4665 0.0227

916656 5652 5621 4592 4553 0.0123

Baboon

160000 5876 5881 4995 5092 0.0094

400000 5821 5878 5121 5147 0.0076

600000 5895 5827 5196 5283 0.0140

916656 5874 5830 5194 5206 0.0051

4.3.5.2 Relative Entropy

The relative entropy between the original and stego major SM is shown in Table 4.13. The

values of entropy difference is nearly zero, which implies the proposed scheme provides secure

hidden data communication. Other relative entropy values are depicted in Table4.13.

4.3.5.3 Statistical Analysis

The Standard Deviation SD (σ) of before and after data embedding and Correlation Coefficient

CC (ρ) of cover and stego images are summarized in Table4.14. From this table, it is seen that

there is no significant difference between theσ of the cover image and the stego images. This

study shows that the ratio of change in stego images based on image parameters is small from
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Table 4.13: Relative entropy betweenI andSM in PVDEMD scheme

Image Data (bits) Entropy I Entropy SM Entropy Difference

Lena

160000 7.4451 7.4451 0.0027

400000 7.4451 7.4452 0.0058

600000 7.4451 7.4452 0.0105

916656 7.4451 7.4453 0.0131

Barbara

160000 7.0480 7.0480 0.0031

400000 7.0480 7.0482 0.0064

600000 7.0480 7.0485 0.0112

916656 7.0480 7.0486 0.0134

Tiffany

160000 7.2925 7.2925 0.0029

400000 7.2925 7.2925 0.0057

600000 7.2925 7.2926 0.0122

916656 7.2925 7.2926 0.0129

Pepper

160000 7.2767 7.2767 0.0039

400000 7.2767 7.2768 0.0077

600000 7.2767 7.2770 0.0142

916656 7.2767 7.2771 0.0169

Gold hill

160000 7.2367 7.2367 0.0034

400000 7.2367 7.2371 0.0056

600000 7.2367 7.2375 0.0112

916656 7.2367 7.2379 0.0143

a cover image. Since the image parameters have not changed much, the method offers a good

concealment of data and reduces the chance of the secret data being detected. Thus, it indicates

a secure data hiding scheme.

Table 4.14: Experimental results of SD (σ) and CC (ρ) in PVDEMD scheme

Image SD (σ) CC (ρ)

I SM SA I&SM I&SA SM & SA

Baboon 38.3719 37.8500 38.5478 0.9820 0.9965 0.9745

Cameraman 61.5978 61.1221 61.7313 0.9931 0.9982 0.9913

Lena 47.8385 47.4358 47.9772 0.9894 0.9976 0.9864

4.3.5.4 Histogram Attack

Fig. 4.18 depicted the histogram of the cover and stego images and their difference histogram

are shown in Fig. 4.19. The stego images are produced from cover image employing the

maximum data hiding capacity. It is observed that the shape of the histogram is preserved after

embedding the secret data. The difference of the histogram bins are very small. It is observed
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Figure 4.18: Histogram of original image, SM and SA of Lena image in PVDEMD scheme

that, bins close to zero are more in number and the bins which are away from zero are less in

number. This confirms the quality of stego images. There is no step pattern observed which

ensures the proposed method is robust against histogram analysis.

4.3.5.5 Brute Force Attack

The brute force attack with unknown secret key is tested in this section. The case study in three

different ways is taken and it tries to improve the protection the secret data when it has been

extracted by an eavesdropper with unknown key. Three cases are described below:

Case Study - 1: An image is considered as secret data and embedded within the cover image

using a shared secret keyξ. Now, data extraction has been performed using wrong secret
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Figure 4.19: Difference Histogram of Lena image in PVDEMD scheme

key and it is found that a noisy image is retrieved. Fig 4.20 shows the experimental result

with wrong secret key. From Table 4.15, it is observed that theσ of secret image is

59.7078 and extracted noisy image is 65.1471 which deviates 5.441 units. Theρ between

these two images is 0.5789. It is observed that the noisy image and the original secret

image are visually identified through open eyes. To improve the security of secret image

data we performed XOR operation with the secret message bit and shared secret key bit.

Case Study - 2: To improve the visual deformation which improve security in this scheme.

The XOR operation has been performed between the secret message bits with the share

secret key bits before data embedding operation. Then embed the results within the stego

images. Now extraction has been performed using wrong secret key. It is observed that

this approach gives good results than previous study. Fig 4.21 shows the experimental

result of case study - 2 using this approach. From Table 4.15, it is observed that theσ of

secret image and noisy image is 59.7078 and 70.3203 respectively and the difference is
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Figure 4.20: Result of Case Study - 1 in PVDEMD scheme

10.6125. Also theρ between these two images is 0.5002. Although case study - 2 gives

better results than case study-1 it shows some similarity with the original secret image.

To improve the results from the previous study we shuffle stego pixel among dual images

which is described in case study - 3.

Case Study - 3: To enhance the security through visual distortion, first we perform XOR op-

eration with bits of secret message and bits of secret key then distribute the pixel among
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Figure 4.21: Result of Case Study - 2 in PVDEMD scheme

dual image depending on the shared secret key. We shuffle each pixel among dual image

depending on shared secret key. For this method, ifξi is 1 then the pixelPa is stored

within the stego image SM and the pixelE
′
a is stored within the stego image SA. Ifξi is

0 then the pixelPb is stored within the stego image SM and the pixelE
′

b is stored within

the stego image SA.

Fig 4.22 shows the result of case study-3 in this approach. From Table 4.15, theσ of secret

image is 59.7078 andσ of noisy image is 71.3753. So, the difference is 11.6675 unit which

is not similar. Theρ between these two images is 0.3080, which indicates high dissimilarity
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Table 4.15: SD (σ) and CC (ρ) for Case Study 1, 2 and 3 of PVDEMD scheme

SD (σ) CC (ρ)

Secret Image (SI) Case - 1 Case - 2 Case - 3 SI& Case - 1 SI & Case - 2 SI & Case - 3

59.7078 65.1471 70.3203 71.3753 0.5789 0.5002 0.3080

between them. This value is tense to zero and noisy image is not visually identified. In this

approach, it is much robust against brute force attack where more than70% image information

is noisy that means corrupted and only30% image information is retrieved or matched.

Here, image has been used as secret data, so visual identification is possible and noisy image

is extracted. But when the text documents are used as secret messages then it is hard to extract

original secret message because change of any bits can not be recovered during extraction using

unknown secret key. For image as secret message it is visually observed through our open eyes

but in case of text documents the actual information has been changed due to little changes of

bits during extraction with unknown key and not identified by our open eyes.
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Figure 4.22: Result of Case Study - 3 in PVDEMD scheme
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4.4 Dual Image based RDH using Three PVD (TPVD) with

DE (TPVDDE)7

The payload of the previous scheme was 1.75 (bpp) and PSNR was nearer 40 dB. To improve

the payload, a dual image based RDH scheme using Three Pixel Value Differences (TPVD) with

Difference Expansion (DE) has been proposed called TPVDDE. Three consecutive pixels from

the original image have been taken and13 bits secret data are embedded by modifying these

pixels in pairs using TPVD with DE method. Modified three pixel values are generated after

embedding secret bits through TPVD and another three modified pixel values are generated

after embedding secret data using DE. These two sets of three pixel values are stored on dual

stego images. At the receiver end, two sets of three pixel values are collected from dual stego

images then the secret data is extracted successfully using TPVD an DE method. The TPVD

was not reversible data hiding scheme, but using dual image we achieve reversibility in TPVD

based data hiding schemes. The proposed scheme has been compared with other existing state-

of-the-art methods where it exhibits reasonably better performance in terms of data embedding

capacity.

4.4.1 Data Embedding Process

A new dual image based RDH scheme has been proposed by combining TPVD with DE. Ac-

cording to this method, first we select three consecutive pixelsP1, Pb andP2 from cover image

I. Consider the secret dataD = Di|i = 1, 2, 3, .....D/13. EachDi contain 13 bits secret data.

Now, embed first 3 bits secret data by directly replacing last three bits fromPb pixel and a new

P
′

b pixel has been produced. Then we calculate two pixel value differenceda anddb between

the pixel pair (P1, P
′

b) and (P
′

b , P2) using

da = |P1 − P
′

b |; db = |P ′

b − P2| (4.42)

The range tableR has been divided into equal width sub-range[lb, ub] having lengthwb that

is wb = ub − lb + 1. In this scheme, the number of bits to be embedded is determined using

7Published in the proceedings of the Third International Conference on Information System Design and Intelli-

gent Application (INDIA 2016), Information Systems Design and Intelligent Applications, Springer, Vol. 434, pp.

403-412, with titleDual Image Based Reversible Data Hiding Scheme Using Three Pixel Value Difference
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Figure 4.23: Block diagram of data embedding process in TPDVDE scheme

the width of sub-range of range tableR. Here,wb has been taken as8. Hence, the contiguous

sub-ranges are{0-8, 8-16, 16-24,. . . , 248-255} which has the capability to embed two 4 bits

secret data within each pixel pair. After embedding two 4 bits secret data between two pixel

pair, three stego pixelsP
′
1, P

′

b andP
′
2 are produced. Then DE is applied on the four differences

which has been calculated using

t1 = |P ′

1 − P
′

b |; t2 = |P ′

b − P
′

2|; h1 = |P1 − Pb|; h2 = |Pb − P2| (4.43)

and then we calculate

f1 = |h1 − t1|; f2 = |h2 − t2| (4.44)

Now one bit secret data is embedded through each operation

P
′′

1 = |Pb(+/−)h
′

1|; P
′′

2 = |Pb(+/−)h
′

2| (4.45)
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Figure 4.24: Numerical example of data embedding process in TPVDDE scheme

where,h
′
1 = f(f1), h

′
2 = f(f2), f(fi) = 2 × f(i) + w andw = 1 bit secret data andi = 1, 2.

Finally, three modified pixels,P
′′
1 , P

′′

b = Pb, P
′′
2 are stored on stego image SA andP

′
1, P

′

b and

P
′
2 are stored on SM. The detailed schematic diagram of proposed method for data embedding

process and an illustration with some numerical values are shown in Fig.4.23 and Fig. 4.24

respectively.
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Figure 4.25: Block diagram of data extraction process in TPVDDE scheme

4.4.2 Data Extraction Process

At the receiver end, both the data extraction and original image reconstruction has been per-

formed by taking three consecutive pixels from both the stego images SM and SA. The extrac-

tion process and numerical example is shown in the Fig. 4.25 and Fig. 4.26 respectively. First

we calculate the differences between pixels collection from SM.

d
′

a = |P ′

1 − P
′

b |; d
′

b = |P ′

b − P
′

2| (4.46)

Then first 3 bits secret data(m1) has been extracted from three LSB of theP
′

b . Then we collect

the each 4 bits secret data by subtracting lower bound of the sub-range of specific range table
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R.

m2 = |d′a − lb|; m3 = |d′b − lb| (4.47)

Now, collect three consecutive pixels from SA and perform the following operations.

h
′

1 = |p′′1 − p
′′

b |; h
′

2 = |p′′b − p
′′

2 | (4.48)

The secret messagem4 = LSB of (h
′
1) andm5 = LSB of (h

′
2). Hence, the secret dataD1 =

m1m2m3m4m5 has been extracted successfully. The original image has been recovered as

shown in Fig. 4.25.

Figure 4.26: Numerical illustration of data extraction in TPVDDE scheme
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4.4.3 Experimental Results and Comparisons

In this section, the proposed method has been verified and tested using gray scale image of size

(256 × 256) which is shown in Fig. 4.27. The original image and the image after embedding

the secret messages, dual stego images, SM and SA have been generated which are shown in

Fig 4.28. Our developed embedding and extraction Algorithms are implemented in MATLAB

Version 7.6.0.324 (R2008a). Distortion is measured by means of two parameters namely, Mean

Square Error(MSE) and Peak Signal to Noise Ratio (PSNR). The MSE is calculated by using

MSE =

M∑
i=1

N∑
j=1

[X(i,j)−Y (i,j)]

M×N
, whereM andN denote the total number of pixels in the horizontal

and the vertical dimensions of the image.X(i, j) represents the pixels in the cover image and

Y (i, j) represents the pixels of the stego image. The Peak Signal to Noise Ratio(PSNR) is

calculated usingPSNR = 10 log10
I2
max

MSE
, whereImax is the maximum intensity value of the

pixel. Higher value of PSNR can be the better image quality.

Figure 4.27: Standard cover images are used in TPVDDE scheme

The analysis of stego images in terms ofPSNR (dB) has given good results which are shown

in Table 4.16. The averagePSNR of TPVDDE scheme varies36.70 dB to37.80 dB when data

embedding capacity varies from40, 000 bits to1, 61, 992 bits. To calculate the payload in terms
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of bits per pixel (bpp), total bits =256× 256/3× 13 = 851968 bits. Here gray scale dual image

of size(256× 256) has been used. So, payloadp = 851968/(2× 256× 256) = 2.166 (bpp).

Figure 4.28: Dual stego images are generated after data embedding in TPVDDE scheme

To measure the security in our proposed method, the relative entropy(RE) between the

probability distributions of the original image(P ) and the stego image(Q) has been calculated

by D(Q||P ) =
∑

q(x)log q(x)
p(x)

.

The average PSNR (dB) of the stego images of the TPVDDE method is26.18 (dB) when we

embed maximum secret data that is 851968 bits, which is lower than the method proposed by

Qin et al.’s [52], Lu et al.’s [45], Chang et al.’s [5], Lee et al.’s [36], Zeng et al.’s [75] and Chang

et al.’s [6] schemes. The embedding capacity (payload) of the proposed TPDVDE method is

2.166 (bpp) which is higher than the other existing dual image based RDH schemes that are

shown in Table4.17.
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Table 4.16: PSNR (dB) of stego images after embedding secret data in TPVDDE scheme

PSNR (dB) with Data embedding capacity (in bits)

Image I Capacity(bits) PSNR(I and SM) PSNR(I and SA) Avg. PSNR

Jetplane

40000 47.07 43.29

37.88
80000 37.18 39.36

160000 31.65 36.48

161992 31.62 36.41

Lena

40000 40.31 43.78

36.93
80000 35.31 40.19

160000 30.77 37.28

161992 30.67 37.18

Living Room

40000 38.93 43.47

36.70
80000 34.18 40.02

160000 31.37 37.19

161992 31.31 37.11

Pirates

40000 39.79 43.75

37.05
80000 35.29 40.28

160000 31.58 37.15

161992 31.48 37.09

Woman

40000 40.44 43.75

37.37
80000 36.32 40.20

160000 32.00 37.19

161992 31.92 37.12

Table 4.17: Comparison of TPVDDE scheme with existing dual image based RDH schemes

Scheme Average PSNR (dB) Capacity (bpp)

Chang et al. [5] 45.1225 1.00

Cnang et al. [6] 48.14 1.00

Lee et al. [36] 34.38 0.91

Zeng et al. [75] 32.74 1.04

Lee and Huang [34] 49.6110 1.07

Qin et. al. [52] 52.11 1.16

Lu et al. [45] 49.20 1.00

TPVDDE 26.18 2.166

Table 4.18: Comparison of the proposed schemes in terms of payload (bpp) and PSNR (dB)

Proposed Schemes Single/Dual Image Capacity (in bits) PSNR (dB) Payload (bpp)

PVDDE Dual 1,63,840 38.95 1.250

PVDEMD Dual 9,16,656 40.43 1.750

TPVDDE Dual 11,31,520 26.18 2.150
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4.5 Analysis and Discussion

The comparison of proposed RDH schemes is presented in Table 4.18. It is observed that

the PSNR of PVDEMD is higher than other proposed schemes but payload (bpp) is higher

in TPVDDE. The PSNR of TPVDDE is less than the PSNR of PVDEMD. Here, three RDH

schemes are proposed according to their the payload (bpp). In the PVDDE scheme, the payload

is 1.25 (bpp), In PVDEMD scheme, the payload is 1.75 (bpp) and in the TPVDDE scheme, the

payload is 2.16 (bpp). All these schemes are dual image based RDH schemes. Shared secret key

has been used to enhance the security in PVDDE and PVDEMD. These schemes are designed

in such a way that it is possible to handle the overflow and underflow situations. Steganalysis

has been performed with stego image of all these schemes and their results are compared which

are shown in Table 4.19.

Table 4.19: Comparison of proposed schemes in terms of steganalysis values

Proposed Schemes Capacity (bits) PSNR (dB) RS value Relative Entropy CC (ρ) Payload (bpp)

PVDDE 1,63,840 38.95 0.0123 0.0131 0.9840 1.250

PVDEMD 9,16,656 40.43 0.0447 0.0131 0.9820 1.750

TPVDDE 11,31,520 26.18 0.531 0.139 0.9682 2.150
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Chapter 5

Reversible Data Hiding using Weighted

Matrix
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5.1 Introduction

Secure, high payload, reversible data hiding scheme with good visual quality is still an im-

portant research issue in data hiding and designing such scheme is a technically challenging

problem. Tseng et al. [64] proposed a secure weighted matrix based data hiding scheme for

binary image which can hide only two bits secret data within a(3 × 3) pixel block (B). Fan

et al. [14] suggested an improved weighted matrix based data hiding scheme for gray scale im-

age which can hide four bits secret data within a(3 × 3) pixel block. Both of these weighted

matrix based data hiding schemes [64] [14] performed only one modular sum of entry-wise-

multiplication operation between image block and weighted matrix.

There exists high-risk security vulnerability in special case, because an attacker will be able

to estimate the form of weighted matrix by using brute force attack. In order to overcome

the drawbacks of data embedding by matrix method, we developed an improved embedding

strategy by modifying the weighted matrixW which are used for every blockB of (3 × 3)

original pixel. TheW is updated using the formulaWi+1 = (Wi × κ− 1) mod 9, where

i = 0, 1, 2, . . . , 2r andgcd (κ, 9) = 1. The sender will send a weighted matrix andκ to the

receiver during data communication. Then sender can modified by increasing or decreasing the

pixel value of the original image at thedth position of the weighted matrix in the pixel location

of the cover image which means ifB increases by one then the modular sumSUM(B ⊗ W )

will increase byW ∈ {0, 1, 2, . . . , 2r−1 + 1} and if B decreases by one then the modular sum

SUM(B ⊗W ) will decrease byW ∈ {0, 1, 2, . . . , 2r−1 + 1}. In extraction phase, the receiver

only needs to calculateSUM(B
′ ⊗W )(mod 2r).

There is a scope to increase data embedding capacity by performing more than one modu-

lar sum of entry-wise-multiplication operation between image block and weighted matrix. The

modifications performed within pixels at the time of data embedding through weighted matrix

are hard to recover during data extraction at the receiver end. That means weighted matrix based

data hiding scheme is not reversible which is one of the important requirements in many human

centric application areas. After data extraction, the requirement of the image reversibility for

the entire recovery of the cover image without any distortion goes high. In this chapter, three

new weighted matrix based reversible data hiding schemes have been designed and solved using
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dual image and image interpolation.

At first, Dual Image based RDH using Weighted Matrix (DRDHWM) has been proposed.

The data hiding capacity of this approach is 1.98 (bpp) with PSNR greater than 37 (dB). To in-

crease the payload, another new Interpolated Image based RDH using Weighted Matrix (IRD-

HWM) has been introduced. The data hiding capacity of IRDHWM increases and it is 2.97

(bpp) with PSNR greater than 37 (dB). Finally, an Interpolated Dual Image based RDH scheme

using Weighted Matrix (IDRDHWM) has been further introduced to achieve high embedding

capacity. The data hiding capacity of IDRDHWM increases; it is 3.462 (bpp) with PSNR greater

than 35 (dB).

5.2 Dual Image based RDH using Weighted Matrix (DRD-

HWM)

In this approach, original image has been partitioned into(3 × 3) pixel block and performed

modular sum of entry-wise-multiplication operation with a predefined weighted matrix. After

that we calculate the positional value(pv) by subtraction between the result of modular sum and

secret data unit. Then we increase or decrease the pixel value by one unit at the corresponding

pixel value of image block depending on the sign of thepv. After that we store thepv within

dual image using addition or subtraction operation with the original pixel value of cover image.

Repeat this process nine times to embed thirty six bits secret data within a(3× 3) pixel block.

Finally, original and modified pixels are distributed among dual image depending on a shared

secret key. At the receiver end, secret data bits have been extracted by performing modular sum

of entry-wise-multiplication operation with weighted matrix. After data extraction, cover image

can be recovered from dual stego image without any distortion because the original pixels are

not effected during data embedding.

5.2.1 Data Embedding Process

Here, data embedding process has been described in details. Consider the weighted matrix(W )

and original image block(B) of size(3×3). Perform modular sum of entry-wise-multiplication

between(B) and(W ) that isval = SUM(B ⊗W )(mod 2r). Then calculate positional value
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Figure 5.1: Schematic diagram of data embedding process in DRDHWM

(pv) through the subtraction of(val) from secret data unitdi, where,D = d1, d2, . . ., and

i = 1, 2, . . ., that is,pv = di − val. Now, check the sign ofpv. If the sign ofpv is pos-

itive then increase the corresponding pixel value of the blockB by one. The correspond-

ing pixel of B is the pixel which is mapped with thepv of the weighted matrixW ; If the

sign of pv is negative then decrease the corresponding pixel value by one unit. This indi-

cates that ifB increases by one then the modular sumSUM(B ⊗ W ) will also increase by

W ∈ {0, 1, 2, . . . , 2r−1 + 1} and if B decreases by one then the modular sumSUM(B ⊗W )

will decrease byW ∈ {0, 1, 2, . . . , 2r−1 + 1}. Now, calculatePn = (Po) + pv; if pv is positive;

elsePn = (Po) - pv; Then distributePo andPn between dual image. TheSM or SA holdsPo
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Input: Cover ImageI(m×n), Weight matrixW(3×3)), DataD = {d1, d2, d3, . . . , wheredi = 4 bits each}, Two shared secret key

ξ andκ;

Output: Two stego imageSM(m×n) andSA(m×n);

Initialize : Dcount = Kcount = 1; sq = 3; SM = I; SA = I;

Step 1:

for (p = 1 to (m/sq)) do

for (q = 1 to (n/sq)) do
Bpq(3× 3)← I(m×n);

for (i = (sq ∗ (p− 1)) + 1 to (sq ∗ p)) do

for (j = (sq ∗ (p− 1)) + 1 to (sq ∗ q)) do
SUM = Bpq ⊗Wpq ;

val = SUM(mod 16); pv = dDcount − val;

if (pv > 0) then

if (pv > 8) then pv = (16− pv); e = −1;

elsee = 1;

else

if (pv < −8) then pv = abs(16 + pv); e = 1;

elsepv = abs(pv); e = −1;

end

Bpq(x, y) = Bpq(x, y) + e; if Wr(x, y) = pv, wherex = 1, 2, 3 andy = 1, 2, 3;

Po = I(m×n)(i, j); Pn = I(m×n)(i, j) + (pv × e);

if (ξ(Kcount) = 1) then
SM(m×n)(i, j) = Po; SA(m×n)(i, j) = Pn;

else
SM(m×n)(i, j) = Pn; SA(m×n)(i, j) = Po;

end

Dcount = Dcount + 1; Kcount = Kcount + 1;

if (Kcount > length(ξ)) then
Kcount = 1;

end

if (Dcount > length(D)) then
gotoStep 2

end

end

end

Wpq+1 = ((Wpq × κ− 1) mod 9); wheregcd (κ, 9) = 1.

end

end

Step 2: Produced two stego imagesSM(m×n) andSA(m×n);

Algorithm 13: Data embedding process of DRDHWM

or Pn that has been decided byξ( mod (j,length(ξ)))+1. Sinceξ is the secret key in binary form,

mod(j, length(ξ)) + 1 indicates the index value wherej = 1, 2, 3, . . .. If ξ( mod (j,length(ξ)))+1 =

1 thenPo is stored withinSM andPn is stored withinSA; otherwise,Po is stored withinSA

andPn is stored withinSM . We repeat this embedding process nine times and embed thirty

six bits secret data within a block of dual image. After thatW has been updated for new image
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block using the following equation

Wi+1 = (Wi × κ− 1) mod 9, (5.1)

wherei = 0, 1, 2, . . . , 2r andgcd (κ, 9) = 1. We apply the same data embedding process

using new weighted matrix for new image block. Continue the process to hide a good amount

of secret data within dual image using this scheme. In the extraction phase, the receiver only

calculatesSUM(B
′ ⊗W )(mod 2r) and extracts the secret message.

After embedding all secret data bits, two stego imagesSM andSA are generated.ξ, W

andκ plays an important role during data embedding and data extraction process.ξ is used to

distribute stego and original pixels between dual image. Theκ is any positive integer which is

used to update weighted matrix. The schematic diagram of data embedding is shown in Fig. 5.1

and the corresponding algorithm is listed in Algorithm13. The numerical illustration of data

embedding is shown in Fig 5.2.

Example 5.2.1 Now, consider one example of embedding process shown inFig.5.2. Suppose

a non-overlapping blockB1 (Fig.5.2(a)), the secret data bits areD = d1d2d3d4d5 . . . =

1001 1100 0010 1110 0111 0001 1001 11100011 . . .. To embed secret data within the pixel

value Po = 10 at location B1(1, 1), we calculate the sum of entry-wise-multiplication as

SUM [(B1(1, 1) × W (1, 1)) + (B1(1, 2) × W (1, 2)) + (B1(1, 3) × W (1, 3)) + (B1(2, 1) ×

W (2, 1)) + (B1(2, 2)×W (2, 2)) + (B1(2, 3)×W (2, 3)) + (B1(3, 1)×W (3, 1)) + (B1(3, 2)×

W (3, 2)) + (B1(3, 3)×W (3, 3))] = SUM [(10×1) + (12×2) + (14×3) + (16×4) + (18×0) +

(22×5) + (20×6) + (27×7) + (30×8)] = 799. Then performval = 799 mod 16 = 15 which

is not equal tod1 = (1001)2 = (9)10. SoB1 is modified toB′1 by calculating thepv = −6. and

e = −1. ThenPn = (10 + (-6)) = 4. Sinceξ(1) = 1, SM1(1, 1) = Po = 10 andSA1(1, 1) =

Pn = 4. Similarly at locationB1(1, 2), the value is 12. Perform sum of entry - wise - multipli-

cation as given below.SUM [(10×1)+(12×2)+(14×3) +(16×4)+(18×0)+(22×5)+(19×6)+

(27×7)+(30×8)] = 793. Then performval = 793 mod 16 = 9 which is not equal tod2 =

(1100)2 = (12)10. So, modifyB
′
1 to B

′′
1 by the help ofpv and e. Here secret key bit stream

ξ(2) = 0. So,SM1(1, 2) = Pn = (12 + (12− 9)) = 15 andSA1(1, 2) = Po = 12. In this way,

dual stego imageSM andSA are generated which are shown in Fig.5.2. �
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Figure 5.2: Numerical example of data embedding in DRDHWM

5.2.2 Data Extraction Process

At the receiver end, data extraction process has been performed from dual stego imagesSM

andSA with the help of secret keysξ, κ and weighted matrix(W ). First, rearrange the original

pixel (Po) and new pixel(Pn) by selecting (3×3) pixel blockB and generate the original image

matrix (I) and new image matrix(NI) respectively with the help ofξ. Then calculate the

difference and store in matrix(DM) using

DM = NI − I (5.2)
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Figure 5.3: Schematic diagram of data extraction process in DRDHWM

The equation (5.2) is a simple matrix subtraction betweenNI andI. Now, modify the block

B to B′ depending on the difference value ofDMi(x, y) wherex = 1, 2, 3 andy = 1, 2, 3.

The B has been modified toB′ by increasing or decreasing one which will be depended on

the sign of the value ofDMi(1,1) and the corresponding position ofW . Then perform the

sum of entry-wise-multiplication operation betweenB andW . Ther bits secret data will be

extracted usingSUM(B
′ ⊕ W ) (mod 2r). Continue the operation nine times then modifyW
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for each new image block (Bi), wherei = 1, 2, 3, . . . ,NB, NB is the number of block, using

Wi+1 = (Wi × κ− 1) mod 9, wheregcd (κ, 9) = 1. Then selectBi+1 for next iteration. The

schematic diagram for extraction is shown in Fig. 5.3. The algorithm of secret data extraction

is shown in Algorithm 14. The numerical illustration is also shown in Fig. 5.4.

Example 5.2.2 The numerical example of data extraction and original image recovery process

has been shown in Fig. 5.4. Consider a shared secret keyξ in binary form say,ξ = 101011101.

If ξ = 1 thenPo = 10 collected from SM andPn = 4 collected from SA. Store allPo within I and

all Pn withinNI. With the help ofI andNI, we generate a list ofpv using subtraction operation

as{(4 - 10),(15 - 12),(20 - 14),(12 - 16),(11 - 18),(16 - 22),(28 - 20),(32 - 27),(35 - 30)} equals

to {-6, 3, 6, -4, -7, -6, 8, 5, 5}. Before going to calculate sum of entry-wise-multiplication, the

block B1 is modified toB′1 due to thepv value = - 6. Then find the sum asSUM [(10×1) +

(12×2) + (14×3) + (16×4) + (18×0) + (22×5) + (19×6) + (27×7) + (30×8)] = 793 and find

the result ofmod 16 which is actually the hidden four bits data(9)10 = (1010)2. Again modify

B′1 for the nextpv value by 3 and start to extract the next four bits secret data using same the

process. Continue the process to extract all hidden dataD. �

5.2.3 Overflow and Underflow Control

Here,Po is the original image where overflow or underflow situation may not occur but overflow

occurs inPn because it has been updated by addition or subtraction operation usingpv. For

example, considerPo = 248 ande = 1, pv = 8, thenPn = (248 + 8) = 256 which is greater then

255. So overflow situation may arise. Similarly, ifPo = 6 ande = −1 andpv = 7, thenPn = (6

- 7) = - 1 which is less then 0. So underflow situation may arise. To overcome this problem, we

calculatePn using equation (5.3).

Pn =


247 + (pv × e), if Po > 247

8 + (pv × e), if Po < 8

Po + (pv × e), otherwise.

(5.3)

Here, we setPo as 247 if it is greater then 247 and set 8 if it is less then 8. At the receiver end,

receiver can easily findPo andPn by the keyξ. Now, to extractpv in this case, we follow the
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Input: Two stego imageSM(m×n) andSA(m×n); Weighted matrixW(3×3), Two shared secret keysξ andκ; Dlen is the data

length;

Output: Cover imageI′
(m×n)

, DataD′ = {d′1, d′2, d′3, . . . , whered′i = 4 bits each};

Initialize : Dcount = Kcount = 1; sq = 3; DM is a matrix that holds thepv values;I′ = SM ;

Step 1:

for (p = 1 to (m/sq)) do

for (q = 1 to (n/sq)) do

for (i = (sq ∗ (p− 1)) + 1 to (sq ∗ p)) do

for (j = (sq ∗ (q − 1)) + 1 to (sq ∗ q)) do

if (ξ(Kcount) = 1) then
Po = SM(m×n)(i, j); Pn = SA(m×n)(i, j); I′pq(i, j) = Po;

else
Po = SA(m×n)(i, j); Pn = SM(m×n)(i, j); I′pq(i, j) = Po;

end

DMpq(i, j) = (Pn − Po);

end

Kcount = Kcount + 1;

if (Kcount > length(ξ)) then Kcount = 1;

end

end

end

Step 2:

for (p = 1 to (m/sq)) do

for (q = 1 to (n/sq)) do

Bpq(3× 3)← I
′
(m×n)

;

for (i = (sq ∗ (p− 1)) + 1 to (sq ∗ p)) do

for (j = (sq ∗ (q − 1)) + 1 to (sq ∗ q)) do

if (DMpq(i, j) > 0) then pv = DMpq(i, j); e = 1;

if (DMpq(i, j) ≤ 0) then pv = abs(DMpq(i, j)); e = −1;

Bpq(x, y) = Bpq(x, y) + d, if Wr(x, y) = pv, wherex = 1, 2, 3 andy = 1, 2, 3;

SUM = Bpq ⊗Wpq ;

d′Dcount = SUM(mod16); pv = dDcount − val;

Dcount = Dcount + 1;

if (Dcount > Dlen) then gotoStep 3;

end

end

Wpq+1 = (Wpq × κ− 1) mod 9; wheregcd (κ, 9) = 1

end

end

Step 3: ProducedI
′
(m×n)

andD
′
= {d′

1, d
′
2, d

′
3, . . . , whered

′
i = 4 bits each}

Step 4: End

Algorithm 14: Data extraction process of DRDHWM

equation (5.4).

pv =


Pn − 247, if Po > 247

Pn − 8, if Po < 8

Pn − Po, otherwise.

(5.4)
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Figure 5.4: Numerical example of data extraction in DRDHWM

5.2.4 Experimental Results and Comparisons

Data embedding and data extraction algorithms of DRDHWM scheme are implemented through

MATLAB Version 7.6.0.324 (R2008a). The payload in terms of bits per pixel (bpp) is calculated

by the following equation

p =

m
x
× n

y
× ((x× y)× r)

(m× n× s)
, (5.5)
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Figure 5.5: Standard input images are used in DRDHWM

wherem andn represent the size of input image,x andy represent the size of block,r repre-

sents the number of bits which are to be embedded within each block,s represents the number

of stego images (here it is 2 for dual image). Considerm = 256, n = 256, x = 3, y = 3, r = 4

ands = 2. So, the payloadp = 1.98 (bpp).

The standard cover images are used for experiment which are shown in Fig 5.5 and Fig 5.6

shows generated dual stego images after embedding 2,60,096 bits secret data. It is observed

from the Table 5.1 that the average PSNR of the stego images is around 37.7 (dB) when em-

bedding capacity is 2,60,096 bits. The payload is 1.98 (bpp). The data embedding capacity of

209



5.2 Dual Image based RDH using Weighted Matrix RDH using Weighted Matrix

Figure 5.6: Generated dual stego images after data embedding in DRDHWM
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Table 5.1: PSNR (dB) of stego images with capacity in DRDHWM

Image (I) Embedded Data (bits) PSNR of SM PSNR of SA Avg. PSNR

Camera Man

80,000 42.6752 43.1809 42.92805

1,60,000 39.7952 40.1716 39.9834

2,40,000 37.9778 38.4299 38.20035

2,60,096 37.6072 38.0798 37.8435

House

80,000 42.6101 43.1188 42.86445

1,60,000 39.6894 40.1066 39.898

2,40,000 37.9109 38.3755 38.1432

2,60,096 37.5586 38.0262 37.7924

Jet Plane

80,000 42.6988 43.2139 42.95635

1,60,000 39.7976 40.1907 39.99415

2,40,000 37.9901 38.4492 38.21965

2,60,096 37.6146 38.0896 37.8521

Lake

80,000 42.7090 43.1874 42.9482

1,60,000 39.7833 40.1606 39.97195

2,40,000 37.9790 38.4355 38.20725

2,60,096 37.6212 38.0835 37.85235

Lena

80,000 42.7090 43.1928 42.9509

1,60,000 39.7856 40.1739 39.97975

2,40,000 37.9790 38.4502 38.2146

2,60,096 37.6379 38.0760 37.85695

Peppers

80,000 42.7149 43.2015 42.9582

1,60,000 39.7838 40.1705 39.97715

2,40,000 37.9876 38.4235 38.20555

2,60,096 37.6140 38.0699 37.84195

Bridge

80,000 42.6612 43.1739 42.9175

1,60,000 39.7634 40.1405 39.9519

2,40,000 37.9640 38.4279 38.1959

2,60,096 37.6078 38.0475 37.8276

Tiffany

80,000 42.6908 43.1750 42.9329

1,60,000 39.7634 40.1471 39.9552

2,40,000 37.9148 38.3954 38.1551

2,60,096 37.5652 38.0385 37.8018

Little Lady

80,000 42.2023 42.6494 42.4258

1,60,000 39.5056 39.9096 39.7076

2,40,000 37.4163 37.8754 37.6458

2,60,096 36.9781 37.4429 37.2105

this scheme is higher than other mentioned schemes in Table 5.2. So, in terms of payload this

method is superior than others, but the PSNR is slightly dropped.
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Table 5.2: Comparison of DRDHWM with existing dual image based schemes

Methods PSNR (dB) Images

Lena Peppers Boat Goldhill

Chang et al. [5]

PSNR (1) 45.12 45.14 45.12 45.13

PSNR (2) 45.13 45.15 45.13 45.14

Avg. PSNR 45.13 45.15 45.13 45.14

Payload (bpp) 1 0.99 1 1

Chang et al. [6]

PSNR (1) 48.13 48.11 48.13 48.13

PSNR (2) 48.14 48.14 48.12 48.15

Avg. PSNR 48.14 48.13 48.13 48.14

Payload (bpp) 1 1 1 1

Lee et al. [34]

PSNR (1) 49.76 49.75 49.76 49.77

PSNR (2) 49.56 49.56 49.57 49.57

Avg. PSNR 49.66 49.66 49.67 49.67

Payload (bpp) 1.07 1.07 1.07 1.07

Chang et al. [10]

PSNR (1) 39.89 39.94 39.89 39.9

PSNR (2) 39.89 39.94 39.89 39.9

Avg. PSNR 39.89 39.94 39.89 39.9

Payload (bpp) 1.53 1.52 1.53 1.53

Qin et al. [52]

PSNR (1) 52.11 51.25 51.11 52.11

PSNR (2) 41.34 41.52 41.57 41.34

Avg. PSNR 46.72 46.39 46.84 46.72

Payload (bpp) 1.16 1.16 1.16 1.16

Lu et al. [45]

PSNR (1) 49.20 49.19 49.20 49.23

PSNR (2) 49.21 49.21 49.21 49.18

Avg. PSNR 49.21 49.20 49.21 49.21

Payload (bpp) 1 0.99 1 1

DRDHWM

PSNR (1) 37.63 37.61 37.58 37.59

PSNR (2) 38.07 38.06 38.01 38.08

Avg. PSNR 37.85 37.83 37.79 37.83

Payload (bpp) 1.98 1.98 1.98 1.98

5.2.5 Steganalysis and Steganographic Attacks

The steganalysis has been performed through RS analysis proposed by J. Fridrich [18], statisti-

cal analysis and relative entropy has been calculated. The perceptibility of the proposed scheme

have been measured through various steganographic attacks including Jeremiah J. Harmsena’s

Histogram attack and Brute Force Attack.

5.2.5.1 RS Analysis

The stego images are tested through the J. Fridrich’s RS steganalysis [18]. It is observed from

Table5.3 and Table5.4 that the values ofRM andR−M , SM andS−M are nearly equal. The RS
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value for lena image ofSM is 0.0094 after embedding 2,60,096 bits. Thus ruleRM
∼= R−M

andSM
∼= S−M are satisfied for the stego image in this scheme. So, this is secure against RS

attack.

Table 5.3: Results of RS analysis for stego images SM in DRDHWM

Image Data SM

RM R−M SM S−M RS value

Cameraman

80000 6896 6922 3807 3817 0.0034

160000 6403 6451 4270 4237 0.0076

240000 6074 6138 4496 4468 0.0087

260096 6152 6122 4527 4479 0.0073

Lena

80000 5490 5586 4142 4050 0.0195

160000 5427 5550 4280 4149 0.0262

240000 5422 5586 4424 4312 0.0280

260096 5484 5535 4406 4448 0.0094

Baboon

80000 5872 5812 5010 5141 0.0176

160000 5800 5815 5116 5112 0.0017

240000 5851 5770 5118 5219 0.0166

260096 5856 5757 5109 5215 0.0187

Table 5.4: Results of RS analysis for stego images SA in DRDHWM

Image Data SA

RM R−M SM S−M RS value

Cameraman

80000 6961 6954 3788 3770 0.0023

160000 6537 6422 4190 4248 0.0161

240000 6179 6278 4426 4405 0.0113

260096 6278 6244 4420 4447 0.0057

Lena

80000 5572 5483 4071 4100 0.0122

160000 5476 5570 4308 4214 0.0192

240000 5475 5452 4299 4354 0.0080

260096 5409 5602 4495 4338 0.0353

Baboon

80000 5813 5831 5004 5091 0.0097

160000 5841 5823 5077 5135 0.0070

240000 5915 5701 5022 5251 0.0405

260096 5803 5793 5088 5134 0.0051

5.2.5.2 Relative Entropy

In this experiment, it has been observed that the relative entropy is directly proportional to

the number of secret data bits. The relative entropy varies from 0.01 to 0.18 when 80,000
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to 2,60,096 bits are embedded, which is very small and implies that the DRDHWM scheme

provides secure hidden data communication which are shown in Table5.5.

Table 5.5: Relative entropy of stego images SM and SA in DRDHWM

Image Data Entropy I Entropy SM Difference (I & SM) Entropy SA Difference (I&SA)

Cameraman

80000

7.0299

7.0572 0.04 7.1143 0.02

160000 7.1220 0.01 7.1143 0.03

240000 7.1547 0.14 7.1458 0.18

260096 7.1555 0.14 7.1452 0.12

Lena

80000

7.4429

7.4491 0.02 7.4494 0.01

160000 7.4550 0.02 7.4562 0.01

240000 7.4653 0.03 7.4622 0.03

260096 7.4668 0.04 7.4654 0.03

Baboon

80000

7.2371

7.2393 0.04 7.2394 0.04

160000 7.2438 0.05 7.2437 0.05

240000 7.2471 0.05 7.2461 0.05

260096 7.2469 0.05 7.2475 0.05

5.2.5.3 Statistical Analysis

The SD (σ) and CC (ρ) of cover and stego images has been calculated and depicted in Table

5.6. It is observed that theσ of cover image and stego image is nearly equal and theρ is nearly

0.99. It is also observed that there is no substantial divergence between theσ of the cover image

and the stego images. This study shows that the magnitude of change in stego images based on

image parameters is small from a cover image. Since the image parameters have not changed

a lot, the method offers good concealment of secret data and reduces the chances of the secret

data bit being detected. Thus, it indicates secure data hiding scheme.

Table 5.6: Results of SD (σ) and CC (ρ) in DRDHWM

Image SD (σ) CC (ρ)

I SM SA I & SM I & SA SM & SA

Cameraman 61.58 61.70 61.67 0.99 0.99 0.99

Lena 47.83 47.96 47.94 0.99 0.99 0.99

Baboon 38.37 38.48 38.50 0.99 0.99 0.99
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Figure 5.7: Results of Histogram attack in DRDHWM

5.2.5.4 Histogram Attack

A new steganalytic attack has been proposed by Harmsena [22] which is based on noise adding

in the spatial domain corresponding to low-pass filtering of the histogram. Fig.5.7 describes

the histogram of the cover and the stego image and their difference histogram. The stego image

is produced from cover image employing the maximum data hiding capacity. It is observed

from Fig. 5.7 that the shape of the histogram is preserved after embedding secret data bits.

Histogram of cover image is represented ash whereas histogram of stego image is represented

ash
′
. The change of histogram can be measured byDh =

∑255
m=1 |h

′
m − hm|. The difference of

the histogram in this approach is very small. It is also observed that the bins close to zero are

more in number and the bins which are away from zero are less in numbers. This confirms that

the quality of stego image is preserved. There is no step pattern observed which ensures that

the proposed method is robust against histogram analysis.
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5.2.5.5 Brute Force Attack

Figure 5.8: Results of Brute Force Attack in DRDHWM

The secret information is distributed among dual images. The proposed scheme protects

secret information due to its distributed nature. The weighted matrix based data hiding scheme

only hides embedding position value(pv) within dual image and not the actual data bits. Also

the weighted matrix is updated for each new selected block using secret keyκ. The method

DRDHWM is secure to prevent possible malicious attacks. The Fig.5.8 shows the example

of getting noise like secret data when applied with a wrong key and wrong weighted matrix to

revel the hidden message. If the malicious attackers hold the original image and stego image

and are fully aware about the proposed scheme, the hidden message still cannot be revealed

without secret key and weighted matrix. Similarly, if the malicious attacker is fully aware about

the formation of weighted matrix of the proposed scheme then the hidden message still cannot

be revealed without secret keysξ andκ. Furthermore, the attacker may employ the brute force

attack that tries all possible permutations and combinations to reveal the hidden message. The
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possible number of weighted matrix to embedr bits secret data in each block are(2r−1 + 1)!.

The original matrix(m×n) has been used and partitioned into(3× 3) blocks. Total number of

blocks arebm
3
c × bn

3
c and each block is used as a modified weighted matrix. So, the number

of trials to reveal the hidden message are(2r−1 + 1)! × bm
3
c × bn

3
c. In this scheme, keyξ

is used for pixel distribution among dual image. If the key length ofξ is l, then the possible

combination ofξ will be 2l. So total number of trials =(2r−1 + 1)!× bm
3
c × bn

3
c × 2l.

Example 5.2.3 Consider the image of(256 × 256). with r = 4 bits and the key length isl

bits. The number of trials to reveal the secret message will be(2l × 3, 62, 880)× 7281 which is

computationally infeasible by an adversary using current computers. �

The proposed scheme has achieved stronger robustness against several attacks. Furthermore, the

secret information can be retrieved without encountering any loss of data and original image can

be recovered successfully from stego image with a valid key and weighted matrix.

5.3 Interpolated Image based RDH using Weighted Matrix

(IRDHWM) 8,9

High payload weighted matrix based reversible data hiding scheme has been proposed in this

section. A secure data hiding scheme for binary images using a key matrix and a weight matrix

has been proposed by Tseng et al. [64] which can hide only2 bits secret data within a(3 × 3)

pixel block. After that, Fan et al. [14] suggested an improved efficient data hiding scheme using

weighted matrix for gray scale images which can hide4 bits in a(3×3) block. In the literature,

it is found that weighted matrix based data hiding schemes performed only one modular sum

of entry wise multiplication between weighted matrixW and a pixel block of original image.

Only one embedding operation is performed with a single block and only4 bits secret data are

embedded within a block. High-capacity is still one of important research issue in data hiding.

After message extraction, the requirement for the image reversibility without any distortion

8Published in the proceedings of the International Conference on Computational Intelligence in Data Mining

(ICCIDM-2015), Advances in Intelligent Systems and Computing, Springer India, Vol. 411, pp. 239-248, with

title Weighted Matrix Based Reversible Data Hiding Scheme Using Image Interpolation.
9Published in theOptik-International Journal for Light and Electron Optics, Elsevier, (Impact Factor-

0.677) (2016), 127(6), 3347-3358, with title High Payload Reversible Data Hiding Scheme using Weighted matrix.
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goes high. Here, we proposed a high capacity reversible data hiding scheme where twelve time

multiplication operations have been performed in each block to hide forty eight bits secret data

within the block. The developed scheme provides average embedding payload2.97 (bpp) with

good visual quality measured by PSNR which is higher than37.97 (dB).

5.3.1 Data Embedding Process

First, enlarge the original imageI of size(M ×N) using image interpolation technique which

produces cover imageC of size((2M − 1)× (2N − 1)) using equation (5.6).



C(i, j) = I(p, q)

{ where ,p = 1 . . . M, q = 1 . . . N, i = 1, 3, . . . , (2M − 1), j = 1, 3, . . . , (2N − 1)}

C(i, j) = (C(i, j − 1) + C(i, j + 1))/2

{ where (((i mod 2) 6= 0)&((j mod 2) = 0)), ∀ i = 1 . . . , (2M − 1), j = 1 . . . , (2N − 1)}

C(i, j) = (C(i− 1, j) + C(i + 1, j))/2

{ where(((i mod 2) = 0)& ((j mod 2) 6= 0)), ∀ i = 1 . . . , (2M − 1), j = 1 . . . , (2N − 1)}

C(i, j) = (C(i− 1, j − 1) + C(i− 1, j + 1) + C(i + 1, j − 1) + C(i + 1, j + 1))/4

{ where(((i mod 2) = 0)& ((j mod 2) = 0)), ∀ i = 1 . . . , (2M − 1), j = 1 . . . , (2N − 1)}

(5.6)

Then partition the(I) into (3× 3) pixel blockB(3×3) and(C) into (5× 5) pixel blockC(5×5).

Consider the predefined weighted matrixW of size(3 × 3). Now, perform modular sum of

entry-wise-multiplication ofB3×3 with W and get the result(val). Then calculate data embed-

ding position(pv) through subtraction of(val) from secret data unit(D) that ispv = D − val.

If the sign ofpv is positive then increase the pixel value by one unit at the corresponding

position of image blockB(3×3) otherwise decrease the pixel value. At the same time, data

embedding position(pv) is stored within the interleaved pixel of the cover image blockC(5×5).

This sum of entry-wise-multiplication operation has been repeated twelve times and each time

the pixel value atB(3×3) has been increased / decreased and at the same timepv has been

stored within the interleaved pixel ofC(5×5) to achieve high data embedding capacity. In each

operation, four bits secret data is embedded without a block through only one unit change. As a

result, the scheme can hide(12× 4) = 48 bits secret information within the single block. After

finishing data embedding within a particular block, update weighted matrix for next block using

Wi+1 = (Wi × κ− 1) mod 9, wheregcd (κ, 9) = 1, i = 1, 2, . . . , NB, NB is the number

of block. The Fig.5.9 shows the schematic diagram of data embedding process. Numerical
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Input: Original ImageI[M ][N ], Weighted matrixW [3][3], Secret DataD = {d1, d2, d3, . . . , wheredi = 4 bits each}, and shared

secret keyκ, count = 1;

Output: Stego imageS[2×M − 1][2×N − 1] ;

Step 1: Generate cover imageC[2×M − 1][2×N − 1] from I[M ][N ] using equation (5.6);S = C;

Step 2: PartitionI[M ][N ] into (3× 3) overlapping blocks ;

Step 3:Brow = bM+1
sq−1

c − 1; Bcol = bN+1
sq−1

c − 1;

for p = 1 to Brow do

for q = 1 to Bcol do

Bpq3× 3⇐ I[M ][N ]; wheresq = 3;

if (p 6= Brow & q 6= Bcol) then sqr = (2× (sq − 1)× p); sqc = (2× (sq − 1)× q);

if (p 6= Brow & q = Bcol) then sqr = (2× (sq − 1)× p); sqc = (2× (sq − 1)× q) + 1;

if (p = Brow & q 6= Bcol) then sqr = (2× (sq − 1)× p) + 1; sqc = (2× (sq − 1)× q);

if (p = Brow & q = Bcol) then sqr = (2× (sq − 1)× p) + 1; sqc = (2× (sq − 1)× q) + 1;

for i = (2× (sq − 1)× (p− 1)) to sqr do

for j = (2× (sq − 1)× (q − 1)) to sqc do

if (i mod 2 = 0 or j mod 2 = 0) then

if (count ≤ length(D)) then

SUM = Bpq ⊗Wr ; dec = BCD(dcount); val = SUM(mod16); pv = dec− val;

if (pv > 0) then

if (pv > 8) then

pv = (16− pv); e = -1;

else
e = 1;

end

end

if (pv < 0) then

if (pv < - 8) then

pv = abs(16 + pv); e = 1;

else

pv = abs(pv); e = -1;

end

end

Bpq(x, y) = Bpq(x, y) + e if Wr(x, y) = pv, wherex = 1, 2, 3 andy = 1, 2, 3;

Spq(i, j) = Cpq(i, j) + (pv × e); count = count + 1;

else
gotoStep 4;

end

end

end

end

Wi+1 = (Wi × κ− 1) mod 9, wheregcd (κ, 9) = 1;

end

end

Step 4: Generate stego imageS[2M − 1× 2N − 1];

Step 5: End.

Algorithm 15: Data embedding process of IRDHWM
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Figure 5.9: Schematic diagram of data embedding process in IRDHWM

illustration of data embedding process is described in Fig.5.10 and the corresponding algorithm

is listed in Algorithm15.



Inpo = (S(i, j − 1) + S(i, j + 1))/2; where (i mod 2) 6= 0 and (j mod 2) = 0;

Inpo = (S(i− 1, j) + S(i + 1, j)/2; where (i mod 2) = 0 and (j mod 2) 6= 0;

i = 1 . . . (2×M − 1) and j = 1 . . . (2×N − 1);

Inpo = (S(i− 1, j − 1) + S(i− 1, j + 1)+

S(i + 1, j − 1) + S(i + 1, j + 1))/4; where (i mod 2) = 0 and (j mod 2) = 0;

(5.7)

5.3.2 Data Extraction Process

At first, extract the original image(I) by selecting pixels from odd row and odd column of

stego image(S) which is shown in Fig.5.10. Now, considerBI(3×3) of size(3× 3) from (I)

andBC(5×5) of size(5×5) from (S). Then calculate interpolation value(Inpo) using equation

(5.7) and position value(pv) usingpv = Inpo − current value, wherecurrent value is the

present pixel value of the stego-image. After that, we check the sign ofpv. If (pv ≤ 0) then
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Input: Stego ImageS[2×M − 1][2×M − 1]; Weighted matrixW [3][3]; shared secret keyκ;

count = 1; length of hidden data (stlen); M =
(2×M−1+1)

2
;N =

(2×M−1+1)
2

;

Output: Original ImageI[M ][N ]; Secret DataD ;

Step 1: Extract original ImageI[M ][N ] from Stego ImageS[2×M − 1][2×M − 1];

i = 1; p = 1;

while (i ≤ 2×M − 1) do

j = 1; q = 1;

while (j ≤ 2×M − 1) do
I[p][q] = S[i][j]; j + 2; q = q + 1;

end

i = i + 2; p = p + 1;

end

Step 2:Brow = bM+1
sq−1

c − 1; Bcol = bN+1
sq−1

c − 1;

for p = 1 to Brow do

for q = 1 to Bcol do

Bpq3× 3⇐ I[M ][N ]; wheresq = 3;

if (p 6= Brow & q 6= Bcol) then sqr = (2× (sq − 1)× p); sqc = (2× (sq − 1)× q);

if (p 6= Brow & q = Bcol) then sqr = (2× (sq − 1)× p); sqc = (2× (sq − 1)× q) + 1;

if (p = Brow & q 6= Bcol) then sqr = (2× (sq − 1)× p) + 1; sqc = (2× (sq − 1)× q);

if (p = Brow & q = Bcol) then sqr = (2× (sq − 1)× p) + 1; sqc = (2× (sq − 1)× q) + 1;

for i = (2× (sq − 1)× (p− 1)) to sqr do

for j = (2× (sq − 1)× (q − 1)) to sqc do

if (i mod 2 = 0 or j mod 2 = 0) then

if (count ≤ stlen) then
calculate interpolate value (Inpo) using equation (5.7) at location(i, j) with the help of

S[2×M − 1]× [2×M − 1]

if (Inpo < S(i, j)) then
pv = S(i, j)− Inpo; e = 1;

else
pv = Inpo− S(i, j);e = −1;

end

if pv 6= 0 then
Bpq(x, y) = Bpq(x, y) + e if Wr(x, y) = pv, wherex = 1, 2, 3 andy = 1, 2, 3;

end

SUM = Bpq ⊗Wr ;

dcount = SUM(mod16); count = count + 1;

else
gotoStep 3

end

end

end

end

Wi+1 = (Wi × κ− 1) mod 9, wheregcd (κ, 9) = 1;

end

end

Step 3:Produce Original imageI[M ×N ] and DataD = (d1, d2, ... ), wheredi is the4 bits data

Step 4: End.

Algorithm 16: Data extraction process of IRDHWM
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Figure 5.10: Numerical example of data embedding in IRDHWM

e = 1 elsee = −1. Then we updateBI(3×3) by BI(3×3) + e by updating the pixel value at

the position valuepv of the weighted matrix. Finally, we extract4 bits secret data usingdi =
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Figure 5.11: Schematic diagram of extraction process in IRDHWM

(BI(3×3) ⊗ Wi)(mod16), wherei = 0, 1, 2 . . . , 12. The entry-wise-multiplication operation is

performed twelve times on the same block and48 bits secret data is extracted. The schematic

diagram of data extraction is shown in Fig5.10 and numerical illustration is shown in Fig.5.12.

Extraction algorithm is listed in Algorithm16.

5.3.3 Overflow and Underflow Control

Overflow situation may occur when interpolated pixel value exceeds the maximum intensity

value of gray scale image after addition withpv. For example, consider the pixel pair(254, 255).

After interpolation it becomes(254, 254, 255). If the pv value8 is added with254, it becomes

262 which is greater than255, this situation is called overflow situation and it may occur during

data embedding. When thepv is subtracted from pixel then there may be a chance that under-
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Figure 5.12: Numerical example of data extraction in IRDHWM

flow occurs. For example, consider that the pixel pair is(2, 4), after interpolation it becomes

(2, 3, 4). Consider thepv is equal to4. If 4 is subtracted from3 then it becomes negative, which

is not a valid pixel value. This is an underflow situation. To overcome these situations we can

adjust pixel values as follows: It is observed that the maximum value ofpv is 8. If we adjust

interpolated pixel value at 247 (that means 255 - 8) then it is possible to overcome the overflow
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situations.

Inpo =

 247 if Inpo > 247

8 if Inpo < 8
(5.8)

To overcome the underflow situation, we fix interpolated pixel value to8 when it is below eight.

For example, consider(2, 8, 4) pixel values. Ife = −1 andpv is any value between the range

0− 8 then the interpolated pixel never crosses the limit0.

5.3.4 Experimental Results and Comparisons

Figure 5.13: Standard cover images of size(256× 256) pixel used in IRDHWM

The proposed scheme is tested and verified using gray scale images Lena, Moon Surface,

Aerial, Airplane, Clock, Resolution Chart and Chemical Plant which are collected from the

USC-SIPI image database, University of Southern California [65] shown in Fig.5.13. Af-

ter image interpolation and data embedding, stego image are generated which are shown in

Fig. 5.14. In this experiment, we have considered the original image(I) of (256 × 256) =

65, 536 bytes. After image interpolation the size of cover image(C) and stego image(S) be-

comes(511 × 511) = 2, 62, 121 bytes. The secret data has been considered as image of size

(382× 254) = 7,76,224 bits which is shown in Fig.5.15. The quality of the original and stego
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Figure 5.14: Generated stego image after embedding (7,76,224) bits in IRDHWM

image are assessed by the Peak Signal to Noise Ratio(PSNR). The experimental results in

terms of PSNR are shown in Table5.7. Higher values of PSNR between two images indicate

better quality and low PSNR demonstrates the opposite.

To calculate payload in terms of bits per pixel (bpp), following equation (5.9) has been used.

p =
(bM+1

2
c − 1)× (bN+1

2
c − 1)× 48

(2M − 1)(2N − 1)
, (5.9)

here,M = 256, N = 256, and payloadp = 2.96 (bpp).

Comparisons with other existing schemes are listed in Table5.8. The PSNR of Ni et al.’s [51]

scheme is30.88 (dB) which is7.09 (dB) less and payload is1.11 (bpp) which is1.85 units less

than IRDHWM scheme. Both PSNR and payload of IRDHWM scheme are higher than other

existing schemes shown in Table5.8. Average PSNR of this scheme is37.97 (dB) which is
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Table 5.7: PSNR (dB) of stego image with data embedding capacity in IRDHWM

PSNR (dB) with data hiding capacity (bits)

Image I Capacity(bits) PSNR Avg. PSNR

Lena

2,60,096 40.85

37.975,60,000 37.24

7,76,224 35.80

Moon Surface

2,60,096 40.87

37.975,60,000 37.24

7,76,224 35.81

Arial

2,60,096 40.83

37.965,60,000 37.24

7,76,224 35.8

Airplane

2,60,096 40.82

37.965,60,000 37.24

7,76,224 35.81

Clock

2,60,096 40.85

37.965,60,000 37.23

7,76,224 35.8

Resolution

2,60,096 40.85

38.025,60,000 37.41

7,76,224 35.81

Chemical

2,60,096 40.86

37.975,60,000 37.24

7,76,224 35.81

Table 5.8: Comparisons with other existing schemes

Scheme Average PSNR (dB) Payload (bpp)

Ni et al.’s [51] 30.88 1.11

Jung et al.’s [26] 33.24 0.96

Lee et al.’s [38] 33.79 1.59

Tang et al. [57] 33.85 1.79

IRDHWM 37.97 2.96

more than existing weighted matrix and interpolation based data hiding schemes which guaran-

tees good visual quality. The payload is very high compared to other existing schemes and it is

2.96 (bpp). To enhance security, weighted matrix has been updated usingκ for each new block

whereκ is a shared secret key.
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Figure 5.15: Image cameraman treated as secret information in IRDHWM

5.3.5 Steganalysis and Steganographic Attacks

Steganalysis is an art of discouraging covert communications. Its basic requirement is to deter-

mine accurately whether a secret message is hidden in the testing medium or not. To estimate

the presence of secret message one has to test stego images through different steganalysis tech-

niques. The perceptibility of the proposed scheme have been assessed through various stegano-

graphic attacks including Jeremiah J. Harmsena’s Histogram attack, and Brute Force Attack.

5.3.5.1 RS Analysis

In this scheme, stego images are analyzed through RS analysis and results are shown in Table

5.9. It is observed from the table that the values ofRM andR−M , SM andS−M are nearly equal.

Thus ruleRM
∼= R−M andSM

∼= S−M is satisfied for the stego image. So, the method is secure

against RS attack. In this experiment, the ratio ofR andS lies between0.0034 to 0.0065 for

the lena stego image. Other values are shown in the Table5.9.

5.3.5.2 Relative Entropy

The relative entropy has been calculated and shown in Table 5.10. From this table, it is observed

that after embedding 776224 bits secret data within lena image, the relative entropy betweenI

andS are 7.4429 and 7.4622 respectively. The difference is 0.0193 unit which is nearer to zero

indicating good results.
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Table 5.9: RS analysis of stego image of IRDHWM

Image Secret data (bits) RS values of stego image

RM R−M SM S−M RS value

Lena

260096 22838 22763 11743 11701 0.0034

560000 22356 22119 15041 15058 0.0068

776224 21788 21641 17258 17366 0.0065

Moon Surface

260096 24051 24169 14628 14503 0.0063

560000 23503 23543 16833 16883 0.0022

776224 22934 22942 18381 18376 0.0010

Arial

260096 19801 19465 11506 11618 0.0043

560000 20192 19788 14115 14337 0.0182

776224 19978 20124 15995 16097 0.0069

Airplane

260096 33190 33666 8359 8190 0.0155

560000 28070 28319 14078 13951 0.0089

776224 23202 23765 18698 16231 0.0246

Clock

260096 29089 29541 9901 9843 0.0131

560000 24499 24522 15302 15323 0.0011

776224 22998 22738 18032 18298 0.0128

Table 5.10: Relative entropy between original image and stego image in IRDHWM

Image Data(bits) Entropy (I) Entropy (S) Entropy Difference

Lena

260096

7.4429

7.4380 0.0049

560000 7.4524 0.0009

776224 7.4622 0.0193

Moon surface

260096

6.6752

6.6866 0.0114

560000 6.6967 0.0215

776224 6.7044 0.0292

Arial

260096

7.2988

7.2985 0.0003

560000 7.3091 0.0103

776224 7.3185 0.0197

Airplane

260096

6.4568

6.4624 0.0056

560000 6.5419 0.0851

776224 6.6587 0.2019

Clock

260096

6.7004

6.7566 0.0562

560000 6.9253 0.2249

776224 6.9484 0.248

5.3.5.3 Statistical Analysis

The SD (σ) of before and after data embedding and CC (ρ) of cover and stego images are

summarized in Table5.11. From the table 5.11, it is seen that there is no substantial divergence

between the standard deviation of the cover image and the stego image. This study shows that
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Table 5.11: Experimental results of SD (σ) and CC (ρ) of IRDHWM

Image SD(σ) CC (ρ)

Image I Stego Image S I & S

Lena 47.8255 47.3553 0.9823

Moon Surface 27.1998 27.4773 0.9895

Arial 45.0844 44.1284 0.9686

Airplane 32.0451 32.3063 0.9924

Clock 57.3003 57.4202 0.9976

the magnitude of change in stego image based on image parameters is small from a cover image.

Since the image parameters have not changed much, the method offers good concealment of

data and reduces the chance of the secret data being detected. Thus, it indicates a perfectly

secure steganographic scheme.

5.3.5.4 Histogram Attack

Figure 5.16: Histogram of original image, stego image and their difference in IRDHWM

The histogram of the cover and stego image and their difference histogram has been depicted
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on Fig.5.16. The stego image is produced from cover image employing maximum data hiding.

It is observed that the shape of the histogram is preserved after embedding huge secret data.

Histogram of cover image is represented ash whereas histogram of stego image is represented

ash
′
. The change of histogram can be measured byDh =

∑255
m=1 |h

′
m − hm|. The difference of

the histogram is very small. It is observed that, bins close to zero are more in number and the

bins which are away from zero are less in number. This confirms that the quality of the stego

image is preserved. There is no step pattern observed which ensures that the proposed method

is robust against histogram analysis.

5.3.5.5 Brute Force Attack

The IRDHWM scheme protects secret data by embedding only position value(pv) within dual

stego images but it does not embed actual secret data. The weighted matrix is updated for each

new block using secret keyκ. The strategy is secure to prevent possible malicious attacks.

The Fig. 5.17 shows the revelation example where wrong key and wrong weighted matrix are

used to revels the hidden message. If the malicious attacker holds the original image and stego

image and is fully aware about the scheme, the hidden message still cannot be correctly revealed

without knowing the correct secret key and correct weighted matrix. For example, Fig.5.17

shows stego image derived from Lena image using correct weighted matrix and secret key which

are different from that used to construct without knowing the weighted matrix and secret key.

The result indicates that the attacker only acquires noise like image when applying incorrect

weighted matrix and secret key to reveal the hidden message. Furthermore, the attacker may

employ the brute force attack that tries all possible permutation to reveal the hidden message.

Maximum possible weighted matrix to embedr bits data length in each block are(2r−1 + 1)!,

using (M × N) original matrix and partitioned(3 × 3) blocks. Total number of blocks are

(M/3×N/3) and each block uses unique weighted matrix. So, the number of required trials to

reveal the hidden message are(2r−1+1)!×(M/3×N/3). In this scheme, for(256×256) image

with r = 4, number of trials will be(3, 62, 880)×7, 225 which is computationally infeasible for

current computers. The IRDHWM scheme achieves stronger robustness against several attacks

when compared with existing data hiding schemes. Furthermore, the secret information can

be retrieved without encountering any loss of data and the original image can be successfully

recovered from the stego image with valid keys and weighted matrix.
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Figure 5.17: Result of Brute Force Attack in IRDHWM

5.4 Interpolated Dual Image based RDH using Weighted Ma-

trix (IDRDHWM) 10

In this section, a new weighted matrix based reversible data hiding scheme has been proposed

using interpolated dual image. The scheme has been divided into two stages. At the first stage,

Modular sum of entry-wise-multiplication operation has been performed with each element of

original image block and weighted matrix. The data embedding position is identified by the

subtraction between the r-bits secret data unit and modular sum. Then store this positional

value by updating the original pixel and distribute these original and stego pixel within dual

stego image depending on a shared secret keyξ. Repeat the embedding process nine times to

embed thirty- six bits at this stage for a single block. In the next stage, interpolate the dual

10Published in the proceedings of the International Conference on Computers and Management (ICCM-2015),

Jaipur, Rajasthan, December 16-17, 2015, with titleAn Efficient Weighted Matrix based Reversible Data Hiding

Scheme
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stego image and store more positional value by updating the interpolated pixel value. Repeat

the embedding process twenty four times to embed ninety six bits secret data within each pixel

block of interpolated dual image at this stage. After hiding one hundred and thirty-two bits

secret data within one block of dual image we update the weighted matrix. Fori-th block

(i = 1, 2, . . . , NB, whereNB is the number of block), the weighted matrixWi+1 can be updated

asWi+1 = (Wi × κ− 1) mod 9, wheregcd (κ, 9) = 1 andκ is a shared secret key.

In the extraction process, first extract the positional value from interpolated dual image and

then recover the original data by performing modular sum of entry-wise- multiplication between

weighted matrix and original pixel block. Again rearrange the pixel using shared secretξ from

dual image and perform the same extraction operation thirty-three times and extract one hundred

thirty-two bits secret data from only one single pixel block of dual image. The IDRDHWM

scheme provides average embedding payload3.46 bits per pixel (bpp) with good visual quality

measured by peak signal to noise ratio (PSNR) greater than35 (dB). The method provides high

payload and good visual quality than other existing schemes.

5.4.1 Data Embedding Process

The block diagram of data embedding process is shown in Fig 5.18. The secret message is

partitioned into three sections or one can hide three different messages in this scheme. Consider

D is the secret message which is divided into three partsD1, D2 andD3. D1 = d1, d2, . . . , dx;

length of (D1) = (M × N); D2 = dx+1, dx+2, . . . , dy; length of (D2) = (y − (x + 1)) +

1 = (b (M+1)
(B−1)

c − 1) × (b (N+1)
(B−1)

c − 1) × 12 andD3 = dy+1, dy+2, . . . , dz; length of (D3) =

(z − (y + 1)) + 1 = (b (M+1)
(B−1)

c − 1) × (b (N+1)
(B−1)

c − 1) × 12 , wheredi = 4 bits decimal value

andi = 1, 2, . . . , z; B = image block size. The algorithm for data embedding in Stage 1 is

described in Algorithm 17(I, D1, W, ξ, κ), whereI is the original image andD1 is the first

part of secret data unitD. The corresponding numerical illustration regardingD1 unit data

embedding of Stage 1 is shown in Fig. 5.19. The embedding process are divided in two stages.

In each stage data bits are embedded through modular sum operationSUM(Bi ⊗ W ) with

(3 × 3) image blockBi and(3 × 3) predefined weighted matrixW for i = 1, 2, 3, . . . , NB,

whereNB is the number of block. After that apply the following equation

pv = (b1b2 . . . br)2 − (SUM(Bi ⊗W ) mod 2r), (5.10)
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Figure 5.18: Schematic diagram of data embedding process in IDRDHWM

and we get the data embedding positionpv using equation (5.10). The pixel in the cover image

is incremented or decremented by one depending on the positive or negative sign of position

valuepv. Thepv has been stored by adding or subtracting with existing pixel. Keep original

pixel in one image and stego pixel in another image depending onξ. As a result, the receiver

can retrieve thepv by simple subtracting two same location pixel from dual image depending

onξ. Again we applySUM(B
′
i⊗W ) mod 2r and store anotherpv within dual image. Repeat

this operation nine times to embed thirty-six bits secret data within a block.

To enhance the embedding capacity (payload), again we consider two stego imagesSM and

SA and apply Stage 2 embedding process. Enlarge the stego images using equation (5.6) by

considering SM or SA as imageI(M×N) and generate cover image asC((2M−1)×(2N−1)). So, the

SM
′
is generated fromSM using interpolation andSA

′
is generated fromSA. Now, calculate

SUM(Bi ⊗ W ) mod 2r, whereBi is the (3 × 3) pixel block of SM . Computepv using

equation (5.10) and then store it within interpolated imageSM
′
and updated stego imageSM

′′

is produced. In this way, embed the next part of original secret dataD2 within SM
′′

using

Algorithm 18 (SM
′
, D2, W, κ) and last part of secret dataD3 is embedded withinSA

′′
using
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Algorithm (I, D1, W, ξ, κ)

Input: Original ImageI(M×N), DataD = {D1, D2, D3 }, Weighted matrixW(3×3), Two shared secret keyξ andκ;

Output: Two stego imageSM(M×N) andSA(M×N);

Initialize : Dcount = Kcount = 1; sq = 3; SM = I; SA = I; W11 = W ;

Step 1:

for (p = 1 to (M/sq)) do

for (q = 1 to (N/sq)) do
Bpq(3× 3)← I(M×N);

for (i = (sq*(p− 1))+1 to (sq ∗ p)) do

for (j = (sq ∗ (q − 1)) + 1 to (sq ∗ q)) do
SUM = Bpq ⊗Wpq ;

val = SUM(mod16); pv = (DDcount - val);

if (pv > 0) then

if (pv > 8) then

pv = (16− pv); e = −1;

else
e = 1;

end

else

if (pv < - 8) then

pv = abs(16 + pv); e = 1;

else

pv = abs(pv); e = −1;

end

end

Bpq(x, y) = Bpq(x, y) + e; if Wpq(x, y) = pv, wherex = 1, 2, 3 andy = 1, 2, 3;

Po = I(M×N)(i, j); Pn = I(M×N)(i, j) + (pv × e);

if (ξ(Kcount) = 1) then
SM(M×N)(i, j) = Po; SA(M×N)(i, j) = Pn;

else
SM(M×N)(i, j) = Pn; SA(M×N)(i, j) = Po;

end

Dcount = Dcount + 1; Kcount = Kcount + 1;

if (Kcount > length(ξ)) then Kcount = 1;

if (Dcount > length(D1)) then gotoStep 2;

end

end

Wpq+1 = (Wpq × κ− 1)(mod9), wheregcd(κ, 9) = 1;

end

end

Step 2: ProducedSM(M×N) andSA(M×N) dual stego images;

Algorithm 17: Data embedding process of Stage 1 in IDRDHWM

the Algorithm 18(SA
′
, D3, W, κ) The corresponding numerical example is shown in Fig. 5.20.

Finally, two stego imageSM
′′

andSA
′′

are generated which contain a good amount of secret
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Figure 5.19: Numerical example of data embedding process of Stage 1 in IDRDHWM

data which has been calculated by(M×N)×4+2((b (M+1)
(B−1)

c−1)×(b (N+1)
(B−1)

c−1)×48) bits. The

proposed scheme achieve3.47 (bpp) payload. In addition, security vulnerability exists because

an attacker may guess the form of weighted matrix using brute-force attack. In order to enhance

the security, weighted matrixWi+1 has been changed after every nine operations in Stage 1 and

every twelve operation in Stage 2 using the formulaWi+1 = (Wi × κ− 1) mod 9, where

gcd (κ, 9) = 1 andi = 1, 2, . . . , NB, NB is the number of blocks.

5.4.2 Data Extraction Process

Two stage data extraction has been performed in this scheme. At first, extract secret dataD2

andD3 from the dual stego imageSM
′′

andSA
′′

respectively. The block diagram of extraction

process is shown in Fig. 5.21. To extractD2 from SM
′′

we use Algorithm 19(S, W, κ, Dlen),
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Algorithm (I, D, W, κ)

Input: Original ImageI(M×N), DataD = {D1, D2, D3}, Weighted matrixW(3×3), Shared secret keyκ, count = 1;

Output: Stego imageS(2M−1)×(2N−1) ;

Step 1: Generate cover imageC(2M−1)×(2N−1) using equation (5.6) fromI(M×N) andS = C;

Step 2: PartitionI(M×N) into (3× 3) overlapping blocks ;

Step 3:W11 = W ; Brow = bM+1
sq−1

c − 1; Bcol = bN+1
sq−1

c − 1;

for p = 1 to Brow do

for q = 1 to Bcol do

Bpq(3× 3)⇐ I(M×N); wheresq = 3;

if (p 6= Brow & q 6= Bcol) then sqr = (2× (sq − 1)× p); sqc = (2× (sq − 1)× q);

if (p 6= Brow & q = Bcol) then sqr = (2× (sq − 1)× p); sqc = (2× (sq − 1)× q) + 1;

if (p = Brow & q 6= Bcol) then sqr = (2× (sq − 1)× p) + 1; sqc = (2× (sq − 1)× q);

if (p = Brow & q = Bcol) then sqr = (2× (sq − 1)× p) + 1; sqc = (2× (sq − 1)× q) + 1;

for i = (2× (sq − 1)× (p− 1)) to sqrdo

for j = (2× (sq − 1)× (q − 1)) to sqcdo

if ((i mod 2 = 0) or (j mod 2 = 0)) then

if (count ≤ length(D)) then
SUM = Bpq ⊗Wpq ;

dec = BCD(Dcount); val = SUM(mod 16); pv = dec− val;

if (pv > 0) then

if (pv > 8) then pv = (16 -pv); e = -1;

elsee = 1;

end

if (pv < 0) then

if (pv < - 8) then pv = abs(16 +pv); e = 1;

elsepv = abs(pv); e = -1;

end

Bpq(x, y) = Bpq(x, y) + e ; if Wpq(x, y) = pv, wherex = 1, 2, 3 andy = 1, 2, 3;

Spq(i, j) = Cpq(i, j) + (pv × e); count = count + 1;

else
gotoStep 4;

end

end

end

end

Wpq+1 = (Wpq × κ− 1) mod 9, wheregcd(κ, 9) = 1;

end

end

Step 4: Produced stego imageS(2M−1)×(2N−1)

Step 5: End.

Algorithm 18: Data embedding process of Stage 2 in IDRDHWM

whereDlen is the length of the secret dataD2 and parameterS = SM
′′
. Then call Algorithm

19 (S, W, κ, Dlen) with the parameterS = SA
′′

to extractD3. The corresponding numerical

example is shown in Fig. 5.22. To calculate the interpolation value(Inpo), equation (5.7) has

been used.
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Algorithm ( S, W, κ, Dlen)

Input: Stego ImageS(2M−1)×(2N−1); Weighted matrixW(3×3); Shared secret keyκ;

count = 1; Length of hidden data ofD2 andD3 separately treated as(Dlen);

Output: Original ImageI(M×N); Secret DataD = {D1, D2, D3};

Step 1: i = 1; p = 1;

while (i ≤ (2M − 1)) do

j = 1; q = 1;

while (j ≤ (2N − 1)) do
I(p, q) = S(i, j); j + 2; q = q + 1;

end

i = i + 2; p = p + 1;

end

Step 2:W11 = W ;

Brow = bM+1
sq−1

c − 1; Bcol = bN+1
sq−1

c − 1;

for p = 1 to Brow do

for q = 1 to Bcol do

Bpq(3× 3)⇐ I(M×N); wheresq = 3;

if (p 6= Brow & q 6= Bcol) then sqr = (2× (sq − 1)× p); sqc = (2× (sq − 1)× q);

if (p 6= Brow & q = Bcol) then sqr = (2× (sq − 1)× p); sqc = (2× (sq − 1)× q) + 1;

if (p = Brow & q 6= Bcol) then sqr = (2× (sq − 1)× p) + 1; sqc = (2× (sq − 1)× q);

if (p = Brow & q = Bcol) then sqr = (2× (sq − 1)× p) + 1; sqc = (2× (sq − 1)× q) + 1;

for i = (2× (sq − 1)× (p− 1)) to sqrdo

for j = (2× (sq − 1)× (q − 1)) to sqcdo

if ((i mod 2 = 0) or (j mod 2 = 0)) then

if (count≤ Dlen) then
calculate (Inpo) using equation (5.7) at location(i, j) with the help ofS(2M−1)×(2N−1)

if (Inpo < S(i, j)) then
pv = S(i, j)− Inpo; e = 1;

else
pv = Inpo− S(i, j); e = −1;

end

if pv 6= 0 then Bpq(x, y) = Bpq(x, y) + e; if Wpq(x, y) = pv, wherex = 1,2,3 andy = 1,2,3;

SUM = Bpq ⊗Wpq ; Dcount = SUM (mod 16); count = count + 1;

else
gotoStep 3

end

end

end

end

Wpq+1 = ((Wpq × κ) mod 9), wheregcd(κ, 9) = 1;

end

end

Step 3: ProducedI(M×N) and DataD = {D1, D2, D3}

Step 4: End.

Algorithm 19: Data extraction process of Stage 2 in IDRDHWM
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Figure 5.20: Numerical example of data embedding process of Stage 2 in IDRDHWM

Finally, using Algorithm 20(SM, SA, W, Dlen, ξ, κ), whereSM = SM
′
, andSA =

SA
′
), dataD1 has been extracted and original image is recovered. The entire secret message
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Figure 5.21: Schematic diagram of data extraction process in IDRDHWM

(D1, D2 andD3) is extracted successfully. The corresponding numerical example is shown in

Fig. 5.23. The proposed scheme improves the data embedding capacity and achieves reversibil-

ity.

5.4.3 Overflow and Underflow Control

Overflow will be occur when the updated pixel value exceed the range of the gray value, that is

255. Underflow may be caused when updated pixel show any negative values after subtraction

thepv. To overcome these overflow and underflow problem it is possible to adjust pixel value

before data embedding. The new pixel(Pn) is generated by adding or subtractingpv with

original pixel(Po). Now, storePn pixel in one image andPo in another image depending onξ.

So,Po never falls on overflow or underflow situation butPn may falls in overflow or underflow

situation. For example, considerPo = 248,pv = 8 ande = 1, thenPn = Po + pv = (248 + 8) =

256, which is greater than the maximum gray level 255. So, overflow situation arises. Similarly,

considerPo = 6, pv = 7 ande = -1, thenPn = Po − pv = (6 − 7) = −1, which is less than

0 which means underflow occurs. To overcome this overflow-underflow situation, adjustPn as
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Algorithm (SM, SA, W, Dlen, ξ, κ)

Input: Two stego imageSM
′′
(M×N)

andSA
′′
(M×N)

; Weight matrixW(3×3), Dlen is the data length ofD1, Two shared secret

keyξ andκ;

Output: Cover ImageI′
(M×N)

, DataD = {D1, D2, D3};

Initialize :Dcount = Kcount = 1; sq = 3; DM is a matrix hold thepv value;I′ = SM
′′

; W11 = W ;

Step 1:

for (p = 1 to (M/sq)) do

for (q = 1 to (N/sq)) do

for (i = (sq ∗ (p− 1)) + 1 to (sq ∗ p)) do

for (j = (sq ∗ (q − 1)) + 1 to (sq ∗ q)) do

if (ξ(Kcount) = 1) then

Po = SM
′′
(M×N)

(i, j); Pn = SA
′′
(M×N)

(i, j); I′pq(i, j) = Po;

else

Po = SA
′′
(M×N)

(i, j); Pn = SM
′′
(M×N)

(i, j); I′pq(i, j) = Po;

end

DMpq(i, j)=(Pn − Po);

end

Kcount = Kcount + 1;

if (Kcount > length(ξ)) then
Kcount = 1;

end

end

end

end

Step 2:

for (p = 1 to (M/sq)) do

for (q = 1 to (N/sq)) do
Bpq(3× 3) = I′

(M×N)
;

for (i = (sq ∗ (p− 1)) + 1 to (sq ∗ p)) do

for (j = (sq ∗ (q − 1)) + 1 to (sq ∗ q)) do

if (DMpq(i, j) > 0) then pv = DMpq(i, j); e = 1;

if (DMpq(i, j) ≤ 0) then pv = abs(DMpq(i, j)); e = -1;

Bpq(x, y) = Bpq(x, y) + e if Wpq(x, y) = pv, wherex = 1, 2, 3 andy = 1, 2, 3;

SUM = Bpq ⊗Wpq ;

D′
Dcount = SUM (mod 16); pv = DDcount - val;

Dcount = Dcount + 1; if (Dcount > Dlen) then gotoStep 3;

end

end

Wpq+1 = Wpq × κ (mod 9), wheregcd(κ, 9) = 1;

end

end

Step 3: ProducedI′
(M×N)

andD = {D1, D2, D3};

Algorithm 20: Data extraction process of Stage 1 in IDRDHWM
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Figure 5.22: Numerical example of data extraction process of Stage 2 in IDRDHWM

follows:

Pn =


247 + (pv × e), if Po > 247

8 + (pv × e), if Po < 8

Po + (pv × e), otherwise

(5.11)
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Figure 5.23: Numerical example of data extraction process of Stage 1 in IDRDHWM

The receiver can easily foundPo andPn by using the keyξ. During extraction ofpv follow the

equation in case of overflow and underflow situation.

pv =


Pn − 247, if Po > 247

Pn − 8, if Po < 8

Pn − Po, otherwise

(5.12)
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Figure 5.24: Standard cover images are used in IDRDHWM of size (256×256)

5.4.4 Experimental Results and Comparisons

The developed algorithms: data embedding and extraction are implemented in MATLAB Ver-

sion 7.6.0.324 (R2008a). Here, the distortion is assessed by means of two factors namely, Mean

Square Error(MSE) and Peak Signal to Noise Ratio(PSNR). The number of bits are em-

bedded in Stage 1 which are calculated by the following formula.

U =
M

B
× N

B
× (B2 × r), (5.13)

where,M andN represent the size of the input image,r represents the number of bits which

are to be hidden by each operation,B is the block size. Again number of bits are embedded in

Stage 2 are calculated by

V = 2× (b(M + 1)

(B − 1)
c − 1)× (b(N + 1)

(B − 1)
c − 1)× 12 (5.14)
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Figure 5.25: Generated stego images of size (511× 511) in IDRDHWM

Now, total number of bits embedded within interpolated dual stego image areU + V . The

payload has been calculated using the following equation.

p =
(U + V )

s× (2M − 1)× (2N − 1)
, (5.15)

ConsiderM = 256, N = 256, r = 4 ands = 2. So,p = 3.46 (bpp). The input images which

are used for this experiment are shown in Fig. 5.24. After embedding 18,12,544 secret bits dual

stego images are generated which are shown in Fig. 5.25.

The analysis in terms of PSNR of cover image and stego image shows reasonable good results

which is shown in Table5.12. Higher the values of PSNR between two images, better the quality

of the stego image and very similar to the cover image where as low PSNR demonstrates the

opposite. The Table 5.13 presents the comparison of the proposed method with existing dual
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Table 5.12: PSNR (dB) of stego images after embedding secret data through IDRDHWM

Input Image Capacity PSNR PSNR Average

(I(256× 256)) Bits (I vs SM) (I vs SA) PSNR

Cameraman

1248000 36.25 36.35

35.46
1380096 35.51 35.66

1680448 35.05 35.19

1812544 34.52 34.67

Lena

1248000 36.27 36.30

35.39
1380096 35.52 35.64

1680448 35.03 35.16

1812544 34.51 34.67

Peppers gray

1248000 36.27 36.32

35.40
1380096 35.51 35.67

1680448 35.07 35.11

1812544 34.58 34.67

Pirate

1248000 36.24 36.30

35.38
1380096 35.51 35.64

1680448 35.02 35.19

1812544 34.53 34.61

Tiffany

1248000 36.23 36.31

35.38
1380096 35.52 35.64

1680448 35.04 35.15

1812544 34.51 34.63

Little leady

1248000 36.26 36.34

35.40
1380096 35.59 35.62

1680448 35.03 35.18

1812544 34.52 34.68

Boat

1248000 36.27 36.37

35.39
1380096 35.52 35.61

1680448 35.01 35.15

1812544 34.57 34.61

Baboon

1248000 36.28 36.31

35.38
1380096 35.54 35.60

1680448 35.00 35.13

1812544 34.50 34.68

Gold Hill

1248000 36.26 36.32

35.39
1380096 35.57 35.62

1680448 35.01 35.15

1812544 34.51 34.65

Zelda

1248000 36.22 36.30

35.37
1380096 35.56 35.67

1680448 35.04 35.11

1812544 34.53 34.63
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based schemes. It is observed that the average PSNR of the stego images of IDRDHWM method

is around 35 (dB) and payload is 3.46 (bpp). The payload of dual image based scheme proposed

by Chang et al. [10] achieves 1.53 (bpp) only. The payload of proposed scheme is higher than

the existing scheme proposed by Chang et al.’s [5] [6], Lee et al.’s [34] and Chang et al. [10],

Qin et al. [52] and Lu et al. [45]. So, in terms of payload IDRDHWM method is extremely high

(3.46 bpp) compared to 1 (bpp) of existing schemes but the PSNR is slightly dropped because

of the high payload.

5.4.5 Steganalysis and Steganographic Attacks

Here, steganalysis has been performed through the RS analysis and statistical analysis. The

results of relative entropy, Histogram Attack and Brute Force Attack are presented below.

5.4.5.1 RS analysis

The results of RS analysis has been given in Table 5.14 and 5.15. It is observed that the values

of RM andR−M , SM andS−M are nearly equal. Thus ruleRM
∼= R−M andSM

∼= S−M are

satisfied for the stego image in this scheme. So, the proposed method is secure against RS

attack.

5.4.5.2 Relative Entropy

Relative entropy values are listed in Table 5.16. Here, difference column shows the difference

of relative entropy between original image and stego image. The entropy difference belongs to

0.001 to 0.1 which is very small.

5.4.5.3 Statistical Analysis

The security of the proposed scheme has been analyzed using various known attacks. The SD

(σ) of before and after data embedding and CC (ρ) of cover and stego images are calculated

and summarized in Table5.17. It is observed that there is no significant difference between

the standard deviation of the cover image and the stego images. This study shows that the

magnitude of change in stego images based on image parameters is small from a cover image.

Since the image parameters have not changed much, the method offers a good concealment of
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Table 5.13: Comparison of IDRDHWM scheme with existing methods

Methods Measure Images

Lena Peppers Boat Goldhill Zelda

Chang et al. [5]

PSNR(1) 45.12 45.14 45.12 45.13 45.13

PSNR(2) 45.13 45.15 45.13 45.14 45.11

Avg. PSNR 45.13 45.15 45.13 45.14 45.12

Payload (bpp) 1 0.99 1 1 0.99

Chang et al. [6]

PSNR(1) 48.13 48.11 48.13 48.13 48.15

PSNR(2) 48.14 48.14 48.12 48.15 48.13

Avg. PSNR 48.14 48.13 48.13 48.14 48.14

Payload (bpp) 1 1 1 1 1

Lee et al. [36]

PSNR(1) 51.14 51.14 51.14 51.14 51.14

PSNR(2) 54.16 54.17 54.16 54.16 54.17

PSNR(Avg.) 52.65 52.66 52.65 52.65 52.66

Capacity(bpp) 0.75 0.75 0.75 0.75 0.75

Lee et al. [34]

PSNR(1) 49.76 49.75 49.76 49.77 49.77

PSNR(2) 49.56 49.56 49.57 49.57 49.58

Avg. PSNR 49.66 49.66 49.67 49.67 49.68

Payload (bpp) 1.07 1.07 1.07 1.07 1.07

Chang et al. [10]

PSNR(1) 39.89 39.94 39.89 39.9 39.89

PSNR(2) 39.89 39.94 39.89 39.9 39.89

Avg. PSNR 39.89 39.94 39.89 39.9 39.89

Payload (bpp) 1.53 1.52 1.53 1.53 1.53

Qin et al. [52]

PSNR(1) 52.11 51.25 51.11 52.11 52.06

PSNR(2) 41.34 41.52 41.57 41.34 41.57

Avg. PSNR 46.72 46.39 46.84 46.72 46.82

Payload (bpp) 1.16 1.16 1.16 1.16 1.16

Lu et al. [45]

PSNR(1) 49.20 49.19 49.20 49.23 49.19

PSNR(2) 49.21 49.21 49.21 49.18 49.21

Avg. PSNR 49.21 49.20 49.21 49.21 49.20

Payload (bpp) 1 0.99 1 1 0.99

Lu et al. [46]

PSNR(1) 49.89 49.89 49.89 49.90 49.89

PSNR(2) 52.90 52.92 52.90 52.90 52.88

Avg. PSNR 51.40 51.41 51.40 51.40 51.39

Payload (bpp) 1 0.99 1 1 0.99

IDRDHWM

PSNR(1) 35.33 35.35 35.34 35.33 35.33

PSNR(2) 35.44 35.44 35.43 35.43 35.42

Avg. PSNR) 35.38 35.39 35.38 35.38 35.37

Payload (bpp) 3.46 3.46 3.46 3.46 3.46
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Table 5.14: RS analysis of stego imagesSM
′′

in IDRDHWM

Image Data SM
′′

RM R−M SM S−M RS value

Cameraman

1248000 23623 23524 15777 15619 0.0065

1380096 23045 23369 16776 16500 0.0151

1680448 22406 22778 18072 17794 0.0161

1812544 22507 22841 18303 17817 0.0201

Lena

1248000 22169 22312 15076 14906 0.0084

1380096 22304 21925 15728 16065 0.0188

1680448 21221 21432 17057 16949 0.0083

1812544 21910 21855 17457 17593 0.0049

Baboon

1248000 21072 20968 15922 15944 0.0034

1380096 21044 21174 16341 16182 0.0077

1680448 21181 21217 17430 17452 0.0015

1812544 21215 21120 17296 17410 0.0054

Table 5.15: RS analysis of stego imagesSA
′′

in IDRDHWM

Image Data SA
′′

RM R−M SM S−M RS value

Cameraman

1248000 23834 23305 15642 15825 0.0180

1380096 23237 23120 16474 16532 0.0044

1680448 22579 22559 17891 17837 0.0018

1812544 22535 22515 17929 17940 0.0007

Lena

1248000 22399 22114 14860 15053 0.0128

1380096 22241 22140 15817 15894 0.0047

1680448 21610 21330 16905 17185 0.0145

1812544 21858 21896 17430 17492 0.0025

Baboon

1248000 20963 21120 16036 15861 0.0090

1380096 21196 21109 16211 16283 0.0043

1680448 20967 21319 17462 17273 0.0141

1812544 21267 21082 17294 17500 0.0101

data and reduces the chance of the secret data being detected. Thus, it indicates a perfectly

secure steganographic system.

5.4.5.4 Histogram Attack

Fig. 5.26 shows the original image, dual stego image and their histogram. The difference of

these Histogram is shown in Fig. 5.27. It is observed that the shape of the histogram is preserved

after embedding 18,12,544 bits secret data. It is observed that, bins close to zero are more in

numbers and the bins which are away from zero are less in numbers. This preserve the quality
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Table 5.16: Relative entropy of stego imagesSM
′′

andSA
′′

in IDRDHWM

Image Data SM
′′

SA
′′

Entropy Difference Entropy Difference

Cameraman

1248000 7.0572 0.04 7.1143 0.0227

1380096 7.1220 0.0148 7.1143 0.0295

1680448 7.1547 0.1375 7.1458 0.1192

1812544 7.1555 0.1383 7.1452 0.128

Lena

1248000 7.4491 0.0224 7.4494 0.0062

1380096 7.4550 0.0283 7.4562 0.0147

1680448 7.4653 0.0386 7.4622 0.0355

1812544 7.4668 0.0401 7.4654 0.0387

Baboon

1248000 7.2393 0.0471 7.2394 0.0472

1380096 7.2438 0.0561 7.2437 0.0515

1680448 7.2471 0.0549 7.2461 0.0539

1812544 7.2469 0.0547 7.2475 0.0553

Table 5.17: The result of SD (σ) and CC (ρ) of stego image in IDRDHWM

Image SD (σ) CC (ρ)

I SM SA I & SM I & SA SM & SA

Cameraman 61.58 61.70 61.67 0.9986 0.9988 0.9979

Lena 47.83 47.96 47.94 0.9977 0.9980 0.9957

Baboon 38.37 38.48 38.50 0.9965 0.9968 0.9933

of stego image. There is no step pattern observed, which ensures the proposed method is robust

against histogram attack.

5.4.5.5 Brute Force Attack

The proposed scheme protect secret information using shared secret keyξ andκ. The κ is

used to update weighted matrix for each new block andξ is used to distribute the stego pixel

among dual image. We embed the positional value(pv) within stego image. The scheme is

secure from possible malicious attacks. The Fig.5.28 shows the noise like result when wrong

weighted matrix and keys are used to reveal the hidden message. If the malicious attacker

holds the original image and stego image and is fully aware of the proposed scheme, the hidden

message still cannot be correctly revealed without knowing the correct secret key and weighted

matrix. Similarly, if the malicious attacker is fully aware about the weighted matrix of the

proposed scheme, the hidden message still cannot be correctly revealed without knowing the

correct keyξ andκ. Furthermore, the attacker may employ the brute force attack that tries all
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Figure 5.26: Histogram of cover and dual stego image in IDRDHWM

possible permutation to reveal the hidden message. It enhances security because the number of

attempts to reveals the secret in a(M×N) image are(2r−1+1)!×(M/3×N/3), wherer is the

number of bits to be embedded in each operation. Again, distribution of original and stego pixel

among two stego images has been performed depending on the bit pattern of shared secret keyξ

of length128 bits and the possible combinations ofξ are2128. The maximum possible number

of weighted matrix are(2r−1 + 1)! × (M/3×N/3) and2128 combinations ofξ is required

to retrieve secret message, which is hard to compute by any high computing machine. It is

robust against brute force attack because such huge number of attempts are computationally

impractical for current computers.
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Figure 5.27: Histogram difference of cover and dual stego image in IDRDHWM

5.5 Analysis and Discussions

The comparison of these proposed methods through weighted matrix based data hiding schemes

are shown in Table 5.18. From the table it is observed that payload of IDRDHWM is highest

among all other proposed schemes and PSNR is reasonably high. The overflow and underflow

has been controlled in these proposed schemes. All the schemes are robust and reversible.

Table 5.18: Comparison of proposed RDH schemes in terms of PSNR (dB) and Payload

Schemes Reversible/ Irreversible Single/Dual Capacity (bits) PSNR (dB) Payload (bpp)

DRDHWM Reversible Dual 2,60,100 39.73 1.984

IRDHWM Reversible Single 7,74,192 37.96 2.965

IDRDHWM Reversible Dual 18,08,484 35.39 3.462

The analysis has been performed through some steganographic analysis and attacks which

are presented in Table 5.19. In IDRDHWM, it is observed that after embedding 18,08,484
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Figure 5.28: Result of Brute Force Attack in IDRDHWM

bits within cover image the corresponding RS value , Relative entropy and CC(ρ) values are

0.0049, 0.0387 and 0.9986 respectively. It is robust against all these steganographic analysis

and attacks.

Table 5.19: Comparison of proposed RDH schemes in terms of steganalysis values

Proposed Scheme Capacity (bits) PSNR (dB) RS value Relative Entropy CC (ρ) Payload (bpp)

DRDHWM 2,60,100 39.73 0.0094 0.041 0.9901 1.984

IRDHWM 7,74,192 37.96 0.0065 0.0193 0.9823 2.965

IDRDHWM 18,08,484 35.39 0.0049 0.0387 0.9986 3.462
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Analysis and Discussions

In this dissertation, some new data hiding techniques have been devloped using Hamming

code, PVD, DE, EMD and Weighted matrix. Dual image and image interpolation techniques

play an important role in solving these data hiding techniques. Three core data hiding tech-

niques are developed and described earlier.

PRDHHC deals with Hamming code based data hiding technique using shared secret key.

This is a partially reversible data hiding scheme with PSNR 50.13 (dB) and payload 0.142 (bpp).

To develop reversible data hiding scheme through Hamming code, dual image has been used

in DRDHHC. The PSNR of DRDHHC is 51.75 (dB) and payload is 0.142 (bpp). To enhance

the data hiding capacity, three LSB layers (LSB, LSB+1 and LSB+2) are used in EPRDHHC,

where PSNR is 32.14 (dB) and payload 0.426 (bpp) but the scheme is not reversible. Again in

order to achieve reversibility, dual images are used in EDRDHHC, where PSNR is 38.23 (dB)

and payload 0.426 (bpp).

The data embedding capacities of all these Hamming code based data hiding methods vary

between 0.142 to 0.426 (bpp) but security is enhanced due to the use of shared secret keys.

The keys are updated for every new block. Any arbitrary length of secret message can be

communicated through proposed Hamming code based data hiding schemes where receiver can

extract the message successfully without knowing the length of it. The quality of stego images

has been analyzed through standard steganographic analysis which obtains satisfactory results.

The experimental outcomes of steganalysis and steganographic attacks are illustrated which

shows these proposed schemes are good concealment strategies in hidden data communication.

To increase the data embedding capacity, PVD with DE is considered in PVDDE scheme

and developed using dual image with shared secret key. In this approach, data embedding ca-

pacity has been enhanced (1.25 bpp) while preserving good visual quality (38.95 dB PSNR)

which is shown in Table 6.1. Again to improve the data embedding capacity, a new PVD and

EMD based data hiding scheme has been designed in PVDEMD scheme using dual image with

shared secret key. In this scheme, payload is 1.75 (bpp) with PSNR 40.43 (dB). Another new

reversible data hiding scheme has been developed through TPVDDE using TPVD with DE. In

this approach, the payload is increased up to 2.16 (bpp), but the quality is slightly deteriorated.
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Table 6.1: Comparison of proposed RDH schemes with experimental results

Proposed Model Reversibility Single/Dual Image Capacity (bits) PSNR (dB) Payload (bpp)

PRDHHC Irreversible Single 37,306 50.13 0.142

DRDHHC Reversible Dual 74,606 51.75 0.142

EPRDHHC Irreversible Single 1,11,909 32.14 0.426

EDRDHHC Reversible Dual 2,23,818 38.23 0.426

PVDDE Reversible Dual 1,63,840 38.95 1.250

PVDEMD Reversible Dual 9,16,656 40.43 1.750

TPVDDE Reversible Dual 11,31,520 26.18 2.150

DRDHWM Reversible Dual 2,60,100 39.73 1.984

IRDHWM Reversible Single 7,74,192 37.96 2.965

IDRDHWM Reversible Dual 18,08,484 35.39 3.462

In these new proposed data hiding methods, dual image and shared secret key have been used to

improve data hiding capacity, achieve reversibility, enhance security with good visual quality.

The experimental results are numerically illustrated and outcomes are analyzed through some

standard steganalysis techniques which indicates the stability of the developed schemes.

Figure 6.1: Comparison graph of proposed schemes in terms of capacity (bits)

Further, in order to improve the data embedding capacity while maintaining good visual

quality some innovative weighted matrix based data hiding schemes have been formulated and
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Figure 6.2: Comparison graph of proposed schemes in terms of payload (bpp)

solved. The developed DRDHWM, IRDHWM and IDRDHWM schemes have PSNR 39.73,

37.96 and 35.39 (dB) and the corresponding payloads are 1.984, 2.965 and 3.462 (bpp) respec-

tively. So, far weighted matrix based data hiding scheme was irreversible with limited payload.

Here dual image and image interpolation have been introduced to achieve reversibility and re-

peated entry-wise multiplication operation has been performed to increase payload. To enhance

the security, modification or alteration of weighted matrix has been introduced for every new

block using shared secret key.

All the data hiding schemes in this thesis have been implemented through MATLAB Version

7.6.0.324 (R2008a). The standard stegenalysis has been applied through RS analysis, Statistical

analysis and some steganographic attacks are performed through Histogram attack and Brute

Force Attacks. In has been observed that the designed schemes are robust against these attacks.

All the experimental results of steganalysis and steganographic attack have been shown in

the Table 6.2. From this table, it is observed that the results of RS analysis and relative entropy

are nearer to zero and correlation coefficients (ρ) are nearer to one which indicates developed
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Table 6.2: Comparison of proposed RDH schemes with steganalysis values

Proposed Model Capacity (bits) PSNR (dB) RS value Relative Entropy ρ Payload (bpp)

PRDHHC 37,306 50.13 0.0357 0.0069 0.9864 0.142

DRDHHC 74,606 51.75 0.0578 0.0086 0.9834 0.142

EPRDHHC 1,11,909 32.14 0.667 0.0212 0.9786 0.426

EDRDHHC 2,23,818 38.23 0.1120 0.145 0.9752 0.426

PVDDE 1,63,840 38.95 0.0123 0.0131 0.9840 1.250

PVDEMD 9,16,656 40.43 0.0447 0.0131 0.9820 1.750

TPVDDE 11,31,520 26.18 0.531 0.139 0.9682 2.150

DRDHWM 2,60,100 39.73 0.0094 0.041 0.9901 1.984

IRDHWM 7,74,192 37.96 0.0065 0.0193 0.9823 2.965

IDRDHWM 18,08,484 35.39 0.0049 0.0387 0.9986 3.462

schemes are maintained good perceptibility and preserve good visual quality. Fig. 6.1, 6.2 and

6.3 represent the graphical comparison of proposed data hiding schemes with respect to data

hiding capacity, payload (bpp) and PSNR (dB) respectively.

Figure 6.3: Comparison graph of proposed schemes in terms of PSNR (dB)
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7.1 Conclusion

In this dissertation, some new data hiding techniques are designed and solved. All these de-

veloped techniques are validated by corresponding experimental results. The salient features of

the developed techniques are as follows:

• Data hiding through Hamming code was not reversible. Some new data hiding techniques

through Hamming code has been designed in which original cover image can be recovered

successfully without any distortion. That means reversibility has been achieved using

Hamming code based data hiding schemes through dual image.

• The Hamming code based data hiding schemes are designed in such a manner that re-

ceiver can retrieve the entire secret message without knowing the length of the secret

message. It is possible only when receiver finds an error in a secret position of the stego

image block, because data is embedded through error creation in two different locations,

one at secret position and another at any suitable location except secret position.

• Shared secret key and dual image has been considered in data hiding problems which

are used to enhance security, achieve good visual quality and improve data embedding

capacity.

• Data hiding through PVD was not reversible. Some dual image based new data hiding

techniques have been designed through PVD, DE, EMD and TPVD in which reversibility

has been achieved.

• Designing high payload secure data hiding techniques with good visual quality through

weighted matrix is a challenging task. To solve these problems some new weighted matrix

based data hiding schemes have been developed.

• Data hiding through weighted matrix was not reversible. Some novel data hiding schemes

are designed through weighted matrix using image interpolation and dual image in which

reversibility has been achieved.

• To enhance security through weighted matrix based data hiding schemes, a new idea has

been introduced in which the weighted matrix has been modified for each new block using

shared secret key.
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• To improve the payload through weighted matrix based data hiding schemes, dual image

and image interpolation techniques have been considered with repeated entry-wise mul-

tiplication operations. The payload in IDRDHWM is 3.46 (bpp) with PSNR 35.39 (dB)

where both dual image and image interpolation have been taken into account.

• The visual quality of stego images are preserved in developed weighted matrix based data

hiding techniques because only one bit modification can embed a fixed length (four bits)

secret data bits within a pixel of cover image.

• Overflow and underflow situations have been controlled in all of these developed schemes

where it may possible to occur.

• Steganalysis have been applied using RS analysis and Statistical analysis. Some stegano-

graphic attacks are also have been performed and it has been observed that the proposed

schemes are robust against various steganographic analysis and attacks.

7.2 Future Research Work

Now-a-days, due to the rapid development of digital technology, multimedia application and

online transaction, much attention has been paid to secure hidden data communication. Among

these present security schemes, data hiding technology has been widely used for copyright pro-

tection, content authentication and secret communication, etc.

A good data hiding algorithm should have high accuracy, utmost inserting capacity and sat-

isfactory level of security. At the same time, simplicity of algorithm and worldwide relevance

should also be considered. Thus new type of data hiding problems are required to be designed

in the different hiding approaches.

There are various domains of image processing like spatial domain, transform domain and

compress domain. The level of security in transform domain is much better as compared to

spatial domain, because secret messages are embedded in the coefficients. Several data hid-

ing problems can be formulated and solved in transform domain and compress domain with

image interpolation and dual image. Data hiding in other than special domain have not been
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considered in this dissertation. Now-a-days, due to development of digital technology and use

of social media, people are more vulnerable. Hence future investigation may use in frequency,

transform and compress domain to enhance security.

Though the design, formulation and assumption in the proposed methods presented in this

dissertation are innovative, yet there are some limitations and hence there is a huge scope of

extension of these schemes for future research work.

Although the concept of data hiding through PVD, DE, EMD, TPVD and weighted matrix

are old to some extent but the idea of dual image and image interpolation are quite new. In the

literature, there are several representation of image interpolation and dual image are explained.

In future, researchers may give attention to this area and the application of dual image and im-

age interpolation may be used for data hiding in real life problems. In this dissertation, dual

image and image interpolation have been used separately in different schemes and also com-

bined together in some schemes.

To improve the data hiding algorithm and measure the quality of the stego image, a variety of

quantities can be considered like Region Of Interest (ROI), use of optimization algorithms like

ant colony optimization, genetic algorithm, particle swarm optimization etc., neural networks,

fuzzy logic and hybrid network may also help to embed secret data within cover image in such

a way that it improves embedding capacity, stego image quality and innocuousness.

Regardless of these limitations and future scopes, the thesis will be useful for the personal

those are perusing research in the field of Computer Science and Engineering, Computer Ap-

plication and Information Technology. The schemes are superior over the existing schemes in

terms of security, payload with acceptable visual clarity and reversibility. Practising engineers

would also find this them to be an excellent reference resources.
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In  this  paper,  we proposes  high  payload  reversible  data  hiding  scheme  using  weighted  matrix.  Generate
cover  image  by  enlarge  the  size  of  original  image  using  interpolation.  Partition  the  original  image  into
(3 × 3)  pixel  blocks  and cover  image  into  (5 ×  5)  blocks.  Perform  modular  sum  of  entry-wise  multiplication
of  an  (3  ×  3)  original  pixel block  with  same  size  shared  predefined  weighted  matrix  W.  At  most  twelve
multiplication  operations  are  performed  to embed  48  bits  secret  data  within  an  (5  × 5)  overlapped  pixel
block.  In each  operation,  the  data  embedding  position  are  identified  and  stored  the  positional  value by
modifying  three  least  significant  bits of the  interleaved  pixel  of  cover image  to hide  large  amount  of
secret  data.  For  i-th block  i  =  1,  2, . . ., we  update  the  weighted  matrix  Wi+1 as  Wi+1 =  (Wi ×  � − 1)  mod  9,
elative entropy
istogram attack

where  gcd  (�,  9)  =  1. The  original  pixels  are  not  effected  during  data  embedding  in  our scheme  which
assure  reversibility.  The  proposed  scheme  provides  average  embedding  payload  2.97  bits  per  pixel  (bpp)
with good  visual  quality  measured  by  peak  signal  to noise  ratio  (PSNR)  guaranteed  to  be  higher  than
37.97  dB. Finally,  we  compare  our scheme  with  other  state-of-the-art  methods  and  obtain  reasonably
better  performance  in  terms  of  data  embedding  capacity.

©  2015  Elsevier  GmbH.  All  rights  reserved.
. Introduction

The modern secret writing are tweaked the cover work in such a
ay that a secret message can be encoded within them. The secret
essage insertion may  change every bit of information in the cover

ata. There are a number of ways to conceal information within
over work; The most usual methodologies are based on the least
ignificant bits (LSBs) substitution, masking, filtering, [2–4] and the
odulus operation [5–7]. Reversible data hiding using block are

ommonly used to increase visual quality or to achieve reversibil-
ty [9,11,10,12,8]. Reversible Data Hiding (RDH) presented by Ni
t al. [13] which are based on histogram shifting with zero or
inimum change of the pixel gray values. Multilevel reversible

ata hiding based on histogram shifting are proposed by Lin et al.
14] and Tsai et al. [15]. Adaptive reversible data hiding method
sing integer transform has been presented Peng et al. [16]. The
ethod payload is up to 2.17 bpp. Designing a novel data hiding sys-

em accomplishing good visual quality, high embedding capacity,
obustness and steganographic protection is a technically challeng-

ng problem. Jung and Yoo [17] first proposed data hiding through
mage interpolation using neighbor mean interpolation with pay-
oad 2.28 bpp. Then Lee and Huang [18] presented higher capacity

∗ Tel.: +91 9126661253.
E-mail address: biswapati.jana@mail.vidyasaar.ac.in

ttp://dx.doi.org/10.1016/j.ijleo.2015.12.055
030-4026/© 2015 Elsevier GmbH. All rights reserved.
image hiding by interpolating with neighboring pixels. Tang et al.
[1] proposed high capacity reversible steganography using multi-
layer embedding with average payload 1.79 bpp and average PSNR
33.85 db. A secure data hiding scheme for binary images using a
key matrix and a weight matrix W has been proposed by Tseng
et al. [19] which can hide only 2 bits in a (3 × 3) block of pixels. Li
Fan et al. [20] proposed an improved efficient data hiding scheme
using weight matrix for gray scale images which can hide 4 bits in
a (3 × 3) block. Both the matrix based schemes performed only one
modular sum of entry wise multiplication of weighted matrix W
with a (3 × 3) block of pixel in the original image. Only one embed-
ding operation is performed with a single block and only 4 bits
data embed within the block. High-capacity is still one of impor-
tant research parts in data hiding. After the confidential message
embedded is extracted, the requirement for the image reversibility
for the entire recovery of the original object without any distortion
goes high. Here we  proposed a high capacity reversible data hid-
ing scheme with where twelve time multiplication operations are
performed in each and every block to hide forty eight bits secret
data within each block. Also the scheme is achieved good PSNR and
payload.
1.1. Motivation

In this paper, we introduced a new reversible data hiding
scheme through weighted matrix.

dx.doi.org/10.1016/j.ijleo.2015.12.055
http://www.sciencedirect.com/science/journal/00304026
http://www.elsevier.de/ijleo
http://crossmark.crossref.org/dialog/?doi=10.1016/j.ijleo.2015.12.055&domain=pdf
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Our motivation is to enhance the embedding capacity and achieve
reversibility in steganography. Data embedding using weighted
matrix was not reversible. We  have applied weighted matrix
based data embedding scheme on interpolated image to keep
the position of data embedding in the interleaved pixel on cover
image to get reversible data hiding.
One of the important modification that we have proposed in our
scheme is to update weighted matrix W for each new block of
cover image. For i-th block i = 1, 2, . . .,  we update the weighted
matrix Wi+1 as Wi+1 = (Wi × � − 1) mod 9, where gcd(�, 9) = 1. In Li
Fan et al.’s [20] weighted matrix based data hiding schemes only
single sum of entry-wise multiplication is applied on a block of
cover image. Here, we enhanced the weighted matrix based data
hiding by applied twelve times sum of entry-wise multiplication
on a single block. As a result, 48 bits secret data are embedded in
a single block which achieve high capacity data embedding and
preserved good qualities stego.
To enhance the security, our scheme is used shared secret key �.
During data embedding, the weighted matrix is updated using �.
It enhanced security because the number of attempts to revels

the secret in a (M × N) image are (2r−1 + 1)
M/3×N/3

, where r is the
number of secret bits those will be embedded into each block of
cover image. It is robust against brute force attacks because this
huge number of attempts are computationally impracticable for
current computers.

The rest of the paper is organized as follows. Section 2 describes
ome preliminaries. Proposed data hiding scheme in detail how
n improvement in the image interpolating method can increase
he embedding capacity using weight matrix while preserving
ood image quality has been discussed in Section 3. Experimental
esults with comparisons are discussed in Section 4. Finally, ste-
anagraphic security analysis techniques are shown in Section 5.
onclusions are given in Section 6.

. Preliminaries

Reversible data hiding become a very concerning and difficult
ob in hidden data communication with security. Information can
e embedded within image which contain ownership identifica-
ion, authentication and copy right protection. In this section we
eviews, weighted matrix-based data hiding scheme.

.1. Data hiding using weighted matrix

An (m × n) integer weighted matrix W will be shared by sender
nd receiver before data communication. The criterion of preferring

 is that each element of matrix is arbitrarily allotted a value from
he combination (0, 1, 2, . . . 2r−1 + 1) and each element appears at
east once in W,  where r denotes the number of secret bits those will
e embedded into each block of cover image Fi. Next, it will embed

 data bits, say b1b2 . . . br into image block Fi using the following
quation

 = (b1b2. . .br)2 − SUM(Fi ⊗ W)(mod 2r), (1)

here ⊗ denotes entry-wise multiplication operator and i = 1, 2,
 . .,  number of blocks. The function SUM(.) represents the modular
ummation of all the entries of matrix (Fi ⊗ W).  If d is equal to zero
odulo 2r then Fi is intact; otherwise, modify Fi to F ′

i
to satisfy the

ollowing equation

′ r
UM(Fi ⊗ W)  = b1b2. . .br(mod 2 ) (2)

he receiver can derive b1b2 . . . br by computing SUM(F ′
i
⊕ W)

mod 2r). There exists high-risk security vulnerability in special
ase, because an attacker will be able to estimate the form of
16) 3347–3358

weight matrix by using brute-force attack. In order to overcome
the drawbacks of data embedding by matrix method, an improved
embedding strategy are developed in this paper by modifying the
weighted matrix W which are used for every block of (3 × 3) original
pixels. The W is updated using the formula shown in below.

Wi+1 = (Wi × � − 1) mod  9, (3)

where i = 0, 1, 2, . . .,  2r and gcd(�, 9) = 1. The sender will send a
weighted matrix and � to the receiver during data communica-
tion. Then sender can modified by increasing or decreasing the
pixel value of the original image at the dth position of the weighted
matrix in the pixel location of the cover image which means if Fi
increases by one then the modular sum SUM(Fi ⊗ W)  will increase
by W ∈ {0, 1, 2, . . .,  2r−1 + 1} and if Fi decreases by one then
the modular sum SUM(Fi ⊗ W)  will decrease by W ∈ {0, 1, 2, . . .,
2r−1 + 1}. In extraction phase, the receiver only needs to calculate
SUM(F ′

i
⊗ W)(mod 2r).

Corollary 2.1. Maximum possible number of weight matrix W will
be (2r−1 + 1) !, where r number of secret bits those will be embedded
into each block of cover image.

Proof. Consider r bits secret message are embedded in a single
block, the possible combinations of r bits is 2r. As per the require-
ment of weighted matrix the range will be (0, 1, 2, . . . 2r−1 + 1).
Thus the number of element within W is 2r−1 + 1. So, the maximum
possible combination of W will be (2r−1 + 1) !.

�

3. Proposed scheme

Consider an original image I, with height M and width N. Increase
the size in double by interpolation and it become cover image C of
height (2 × M − 1) and width (2 × N − 1) as follows.⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

C(i, j) = I(p, q)

{where p = 1. . .M,  q = 1. . .N,

i = 1, 3, . . .(2 × M − 1),  j = 1, 3, . . .(2 × N − 1)}
C(i, j) = (C(i, j − 1) + C(i, j + 1))/2

{where (i mod  2) /= 0, (j mod  2 = 0)}
C(i, j) = (C(i − 1, j) + C(i + 1, j))/2

{where (i mod  2) = 0, (j mod  2) /= ,

0 i = 1. . .(2 × M − 1),  j = 1. . .(2 × N − 1)}
C(i, j) = (C(i − 1, j − 1) + C(i − 1, j + 1) + C(i + 1, j − 1)

+C(i + 1, j + 1))/4

{where (i mod  2) = 0, (j mod  2) = 0}

(4)

Partitioned original image into (3 × 3) pixel block BLOCK(3×3) and
cover image into (5 × 5) pixel block C(5×5).⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪

inpo = (S(i, j − 1) + S(i, j + 1))/2;

where (i mod  2) /= 0 and (j mod  2) = 0;

inpo = (S(i − 1, j) + S(i + 1, j)/2;

where (i mod  2) = 0 and (j mod  2) /= 0;

i = 1. . .(2 × M − 1) and j = 1. . .(2 × N − 1);

inpo = (S(i − 1, j − 1) + S(i − 1, j + 1)+
S(i + 1, j − 1) + S(i + 1, j + 1))/4;

(5)
⎪⎩
where (i mod  2) = 0 and (j mod  2) = 0;

Consider the weighted matrix W of size (3 × 3). Then performed
modular sum of entry wise multiplication (val) of original image
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follow the condition for overflow and underflow control mech-
anism that means when calculated interpolate value is greater
Fig. 1. Schematic diag

lock BLOCK3×3 with weighted matrix W.  Calculated data embed-
ing position by subtraction the modular sum (val) from secret
ata unit (D) that is pos = D − val.  We  check the sign of calculated
osition value (pos). If the sign of pos is positive/negative then

ncreased/decreased the desired pixel value by one unit at the
esired position of BLOCK(3×3) pixel block. At the same time, stored
he embedding position of original image that is pos in the inter-
eaved pixel of the cover image block C(5×5). We  applied twelve
ime sum of entry-wise multiplication operations and each time
e increased/decreased pixel value at BLOCK(3×3) and keep the

os in the interleaved pixel C(5×5) to acquire high data embedding
apacity. Every operation embed four bits of secret data without
ny modification of original pixel at the cover image. As a result,
ithout modification of original pixel value, our proposed scheme

an hide (12 × 4) = 48 bits secret information within a single block.
fter completion of data embedding in a particular BLOCK(3×3) block
e update weighted matrix for next block using Wi+1 = (Wi × � − 1)
od 9, where gcd(�, 9) = 1. The Fig. 1 shows the schematic diagram

f the data embedding stage. The numerical illustration of embed-
ing process are described in Fig. 3 and corresponding algorithm
re described in Algorithm 1.

During data extraction at the receiver end, we first extract the
riginal image from stego image simply collect the pixel from
dd row and odd column from stego image shown in Fig. 4. The
cheme is reversible because the original image are successfully
xtracted from the stego image without any distortion. Now to
xtract the secret message, consider BI(3×3) of size (3 × 3) from orig-
nal image and BC(5×5) of size (5 × 5) from stego image. Then we
alculate interpolation value (inpo) using Eq. (5) and calculate posi-
ion value (pos) by subtracting the stego pixel value from (inpo) that
s pos = inpo − current value. Now we check the sign of pos for real-
zing increment or decrement. If (pos ≤ 0) then d = 1 else d = −1. We
pdate BI(3×3) using BI(3×3) = BI(3×3) + d at the desired position pos
f weighted matrix. Finally, we extracted 4 bits secret data in each
ntry wise multiplication operation using di = (BI(3×3) ⊗ Wi)(mod
6), where i = 0, 1, 2 . . . , 12. The entry wise multiplication operation
re performed on the same block for twelve time and correspond-
ng 48 bits secret data are extracted. The schematic diagram for
ata extraction are shown in Fig. 2 and the numerical illustra-

ion are shown in Fig. 4. Also the extraction process are listed in
lgorithm 2.
f embedding process.

3.1. Overflow and underflow

Original image are enlarged by interpolation and become a
cover image. The weighted matrix positions are embedded within
interpolated location of enlarged image. The interleaved pixels are
calculated using the pixel value of original image by Eq. (4). Over-
flow situation may  occur when we update some pixel by pos value
that may  exceed the maximum pixel intensity value. For exam-
ple, consider the pixel pair (254, 255). After interpolation at middle
it become (254, 254, 255). If the pos value 8 is added with 254 it
become 262 which is greater then 255, this situation is called over-
flow situation and it may  occur during data embedding. Therefore,
in our scheme if the d is 1 means data value is positive and need to
addition pos value with the pixel value then for any pos value from
2 to 8, there may  be a chance to occur overflow. When a pos sub-
tracted from a pixel then there may  be a change to occur underflow.
For example, consider the pixel pair (2, 4) then after interpolation
it becomes (2, 3, 4)). Consider a pos is equal to 4. If you subtract 4
from 3 then it is negative which is not a valid pixel value This is a
underflow situation.

To overcome the overflow and underflow situation we  adjust
the pixel value as follows: Since, maximum pos value is 8 so, at the
time of interpolation we adjust the pixel 247 when average cross
the value 255 that is (255 − 8) = 247. In case of above example, (254,
254, 255) is set to (254, 247, 255). Now, if d = 1 and pos value is any
one value from 0 − 8 then set the interpolate pixel which is never
crossed the limit 255.

IP =
{

247 if IP > 247

8 if IP < 8
where IP is interpolated pixel. (6)

To handle the underflow situation, fix the value of interpolated
pixel is 8 when average value lies less than (0 + 8) = 8. For exam-
ple, consider the pixel (2, 8, 4). If d = −1 and pos is any one within
0 − 8 then the interpolated pixel never laying under the limit 0. At
the time of extraction interpolated pixel value are calculated and
then 247 than set it as 247 and if it is less then 8 than set it
is 8.
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Algorithm 1. Data embedding
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. Experimental results and comparison

Our proposed method scheme is verified and tested using gray
cale image Lena, Moon Surface, Aerial, Airplane, Clock, Resolution
hart and Chemical Plant which are collected from the USC-SIPI

mage Database, University of Southern California [21] shown in
ig. 5. After interpolation and embedding the secret messages the
tego image are generated as shown in Fig. 6. It shows original
mage I with (256 × 256) = 65, 536 bytes. After interpolation the
ize of cover image C as well as stego image S are increased with
511 × 511) = 2, 62, 121 bytes. The secret data, here we considered

382 × 254) image shown in Fig. 7 with (382 × 254 × 8) equals to 7,
6, 224 bits.

Our developed algorithms: data embedding and extraction are
mplemented in MATLAB Version 7.6.0.324 (R2008a). Here, the
impairment is assessed by means of two  factors namely, Mean
Square Error (MSE) and Peak Signal to Noise Ratio (PSNR). The MSE
is calculated as follows:

MSE =

M∑
i=1

N∑
j=1

[X(i, j) − Y(i, j)]2

(M × N)
, (7)

where M and N denote the total number of pixels in the horizontal
and the vertical dimensions of the image respectively. X(i, j) repre-

sents the pixels in the cover image and Y(i, j) represents the pixels
of the stego image. The difference between the original and stego
images were assessed by the Peak Signal to Noise Ratio (PSNR). The
analysis in terms of PSNR of cover image and stego image has given
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Algorithm 2. Data extraction
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ood results which are shown in Table 1. The formula of PSNR is as
ollows:

SNR = 10 log10
2552

, (8)

MSE

igher the values of PSNR between two images indicates better
he quality of the stego image and very similar to the cover image
here as low PSNR demonstrates the opposite.
To calculate payload in terms of bits per pixel (bpp) the following
equation are used.

(
M+1

) (
N+1

)

B =

� 2 	 − 1 × � 2 	 − 1 × 48

(2M − 1)(2N − 1)
(9)

Here, M = 256, N = 256, and payload (bpp) B = 2.96.
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Fig. 2. Schematic dia

We  compared our experimental result with other existing
cheme listed in Table 2. The PSNR of Ni et al.’s [13] scheme
s 30.88 dB which is 7.09 dB less than our scheme and payload
bpp) 1.11 unit which are 1.85 unit less that our scheme. The
oth PSNR and payload of our proposed scheme is higher than
ther existing schemes shown in Table 2. Average PSNR of our
roposed scheme is 37.97 dB which is more than the existing
atrix based and interpolation based schemes which guaran-

ees good visual quality. The payload is very high compared with
ther existing schemes and it is 2.96 (bpp). In terms of security on
atrix embedding method a shared secret key � is used to update
eighted matrix for each new block. The security is increased
ue to application of different weighted matrix in different
locks.

. Steganalysis

Steganalysis is the art of discovering whether or not a secret
essage is exist in a suspected image. Steganalysis does not

owever consider the successful extraction of the message. Now
 days, steganographic systems does not achieve perfect secu-
ity. So, they all leave hints of embedding in the stegogramme.
his gives the steganalyst a useful way in to identifying whether

 secret message exists or not. Steganalyst perform this work
n various ways. The way is divided into two main categories-
argeted and Blind steganalysis. Some of the targeted steganalysis

re visual attack, statistical attack and structural attack and one
f the famous blind steganalysis method is RS analysis. Here we
nalyze our scheme by RS analysis and find result of relative
ntropy.
f extraction process.

5.1. RS analysis

We  analyzed our stego image by the RS analysis. Let us assume
that we  have a cover image of size (M × N). In RS analysis method,
first divide the stego image into disjoint groups G of n adjacent
pixels (x1, . . .,  xn). Each pixel value is in a set P that is p = {0, 1, . . .,
255}.  Here, each group consists of 4 consecutive pixels in a row.
Define a discrimination function f that returns a real number f(x1,
. . .,  xn) ∈ R to each pixel group G = ((x1, . . .,  xn)). The main goal of
use the discrimination function is to identify the “Smoothness” or
“Regularity” of each group of pixels G. The discrimination function
f is define as:

f (x1, . . .,  xn) =
n−1∑
i=1

|xi+1 − xi| (10)

An invertible function F is define which is operates on P, called
“flipping”. Flipping consists of two-cycles which permutes the pix-
els value. So, F2= Identity or F(F(x)) = x for all x belongs to P. Flipping
the LSB of each pixel value and the corresponding permutation F1
is: 0 ↔ 1, 2 ↔ 3, . . .,  254 ↔ 255. Define another function, named shift
LSB flipping and treated as F − 1. So the permutation F − 1: −1 ↔0,
1 ↔ 2, . . .,  255 ↔ 256. In the other word, F−1 flipping can be define
as:
F−1(x) = F1(x + 1) − 1, for all x. (11)

There are three types of groups Regular groups (R), Singular groups
(S) and Unusable groups (U) which are define depend on the
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Fig. 3. Example

iscrimination function f and the flipping operation F. Depending
n the condition groups are define below.

G ∈ R if f (F(G)) > f (G)

G ∈ S if f (F(G)) < f (G)

G ∈ U if f (F(G)) = f (G)

(12)

here F(G) = (F(x1), . . .,  F(xn)). The flipping operation will be exe-
uted with the help of a mask value M,  which is a n tuples
ith values −1, 0, and 1. The flipped group FM(G) is defined as

FM(1)(x1), FM(2)(x2), . . .,  FM(n)(xn)). The RS analysis based on ana-
yzing how the number of regular and singular groups changes with
he increased message length embedded in the LSB plane. Then
alculate the value of RS analysis using the following equation.

(|RM − R−M | + |SM − S−M |)
(13)
(RM + SM)

here RM and R−M is the total number of regular group with mask
 and −M respectively. SM and S−M is the total number of singular

roup with mask M and −M respectively. When the value of RS
ta embedding.

analysis is closed to zero means the scheme is secure. It is observed
from Table 4 that the values of RM and R−M, SM and S−M are nearly
equal. Thus rule RM ∼= R−M and SM ∼= S−M is satisfied for the stego
image in our scheme. So, the proposed method is secure against RS
attack. In our experiment, the ratio of R and S lies between 0.0034
and 0.0065 for the lena stego image. Other values are shown in the
Table 4. The RS value of original image are listed in Table 3.

5.2. Relative entropy

To measure the security in our proposed method, the relative
entropy (R) between the probability distributions of the original
image (P) and the stego image (Q) is calculated by

R(Q ||P) =
∑

q(x) log
q(x)

(14)

p(x)

When relative entropy between two  probability distribution func-
tions is zero then the system is perfectly secure. R(Q||P) is a
nonnegative continuous function and equals to zero if and only
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Fig. 4. Example of data extraction.

Fig. 5. Standard test images (256 × 256) pixel.
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Fig. 6. Six stego image with (511 × 511) pixel after embedding maximum secret
data (776,224) bits.

i
a
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Table 1
PSNR of cover image and stego image.

PSNR (dB) with capacity (bits) and payload

Image I Capacity (bits) PSNR Avg. PSNR

260,096 40.85
Lena 560,000 37.24 37.97

776,224 35.80

260,096 40.87
Moon surface 560,000 37.24 37.97

776,224 35.81

260,096 40.83
Arial 560,000 37.24 37.96

776,224 35.8

260,096 40.82
Airplane 560,000 37.24 37.96

7,76,224 35.81

260,096 40.85
Clock 560,000 37.23 37.96

776,224 35.8

260,096 40.85
Resolution 560,000 37.41 38.02

776,224 35.81

260,096 40.86
Chemical 560,000 37.24 37.97

776,224 35.81

Table 2
Comparison with existing scheme.

Scheme Average PSNR (dB) Payload (bpp)

Ni et al.’s [13] 30.88 1.11
Jung et al.’s [17] 33.24 0.96
Lee et al.’s [18] 33.79 1.59
Tang et al. [1] 33.85 1.79
Proposed 37.97 2.96

Table 3
RS analysis for original image.

Image RM R−M SM S−M RS value

Lena 52,649 52,651 0 0 0.0003
Moon Surface 24,864 24,926 12,873 12,892 0.0022
Arial 51,628 51,089 1 12 0.0107
Fig. 7. Input image as secret data with (382 × 254) pixel (776,224 bits).

f p and q are coincide. Thus R(Q||P) can be normally considered as
 distance between the measures p and q. Relative entropy of the

robability distribution of the original image and the stego image
aries depending upon number of bits of secret message. In our
xperiment, it is shown that when the number of characters in
he secret message increases, the relative entropy in stego image
Airplane 36,778 37,061 4604 4473 0.0100
Clock 57,827 57,828 0 0 0.00001

is also increases. The relative entropy in our experiment is varies
between very small which implies the proposed scheme provides
secure hidden communication. Relative entropy values are listed
in Table 5.

6. Attacks

6.1. Histogram attack

Fig. 8 described the histogram of the cover and stego image
and their difference histogram. The stego image are produced from
cover image employing the maximum data hiding capacity. It is
observed that the shape of the histogram is preserved after embed-
ding the secret data. Histogram of cover image is represented as h
whereas histogram of stego image is represented as h′. The change
of histogram can be measured by
Dh =
255∑
m=1

|h′
m − hm| (15)
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Table 4
RS analysis for stego image.

Image Secret data
(bits)

RS values of stego image

RM R−M SM S−M RS value

260,096 22,838 22,763 11,743 11,701 0.0034
Lena 560,000 22,356 22,119 15,041 15,058 0.0068

776,224 21,788 21,641 17,258 17,366 0.0065

260,096 24,051 24,169 14,628 14,503 0.0063
Moon surface 560,000 23,503 23,543 16,833 16,883 0.0022

776,224 22,934 22,942 18,381 18,376 0.0010

260,096 19,801 19,465 11,506 11,618 0.0043
Arial 560,000 20,192 19,788 14,115 14,337 0.0182

776,224 19,978 20,124 15,995 16,097 0.0069

260,096 33,190 33,666 8359 8190 0.0155
Airplane 560,000 28,070 28,319 14,078 13,951 0.0089

776,224 23,202 23,765 18,698 16,231 0.0246

260,096 29,089 29,541 9901 9843 0.0131

T
b
a
s
p

6

t
(
a
d

Table 5
Relative entropy between original image and stego image.

Image Data(bits) Entropy (I) Entropy (S) Entropy
difference

260,096 7.4380 0.0049
Lena 560,000 7.4429 7.4524 0.0009

776,224 7.4622 0.0193

260,096 6.6866 0.0114
Moon surface 560,000 6.6752 6.6967 0.0215

776,224 6.7044 0.0292

260,096 7.2985 0.0003
Arial 560,000 7.2988 7.3091 0.0103

776,224 7.3185 0.0197

260,096 6.4624 0.0056
Airplane 560,000 6.4568 6.5419 0.0851

776,224 6.6587 0.2019

260,096 6.7566 0.0562
Clock 560,000 24,499 24,522 15,302 15,323 0.0011
776,224 22,998 22,738 18,032 18,298 0.0128

he difference of the histogram is very small. It is observed that,
ins close to zero are more in numbers and the bins which are
way from zero are less in numbers. This confirm the quality of
tego image. There is no step pattern observed which ensure the
roposed method is robust against histogram analysis.

.2. Statistical attack

The proposed scheme is also assessed based on statistical dis-

ortion analysis by some image parameters like standard deviation
SD) and correlation coefficient (CC) to check the impact on image
fter data embedding. The standard deviation (SD) before and after
ata embedding and correlation coefficient (CC) of cover and stego

Fig. 8. Histogram of original and ste
Clock 560,000 6.7004 6.9253 0.2249
776,224 6.9484 0.248

images are summarized in Table 6. Minimizing parameters differ-
ence is one of the primary aims in order to get rid of statistical
attacks. From the Table 6 it is seen that there is no substantial
divergence between the standard deviation of the cover-image and
the stego-image. This study shows that the magnitude of change
in stego-image based on image parameters is small from a cover
image. Since the image parameters have not changed much, the
method offers a good concealment of data and reduces the chance of
the secret data being detected. Thus, it indicates a perfectly secure
steganographic system.
6.3. Attacks with unknown weighted matrix and secret key

The proposed scheme constructs stego images which protect
original information by hiding secret information using weighted

go image and their difference.
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Table  6
Standard deviation (SD) and correlation coefficient.

Image Standard deviation(SD) Correlation coefficient

Image I Stego Image S I &S

Lena 47.8255 47.3553 0.9823
Moon  surface 27.1998 27.4773 0.9895
Arial  45.0844 44.1284 0.9686
Airplane 32.0451 32.3063 0.9924
Clock 57.3003 57.4202 0.9976

 data 
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some statistical analysis data on stego image like Relative entropy,
Fig. 9. Noise like secret

atrix. We embed the data embedding position (pos), not the origi-
al information within stego image. We  used secret key � to update
eighted matrix for each new block. The scheme is secure to pre-

ent possible malicious attacks. The Fig. 9 shows the revelation
xample where with wrong key and wrong weighted matrix are
sed to revel the hidden message. If the malicious attacker holds the
riginal image and stego image and is fully aware of the proposed
cheme, the hidden message still cannot be correctly revealed with-
ut knowing the correct secret key and correct weighted matrix. For
xample, Fig. 9 shows stego image derived from lena image using
orrect weighted matrix and secret key which are different from
hat used to construct without knowing the weighted matrix and
ecret key. The result indicate that the attacker only acquires noise-
ike images when applying incorrect weighted matrix and secret
ey to reveal the hidden message. Furthermore, the attacker may
mploy the brute force attack that tries all possible permutation to
eveal the hidden message. Maximum possible weighted matrix to
mbed r bits data length in each block are (2r−1 + 1) !. We  are using
M × N) original matrix and partitioned (3 × 3) blocks. Total number
f blocks are (M/3 × N/3) and each block used a modified weighted

atrix. So, the number of required trials to reveal the hidden

essage are ((2r−1 + 1)!)
(M/3×N/3)

. In our scheme, for (256 × 256)
mage with r = 4, number of trails will be (362, 880)7225 which are
with wrong secret key.

computationally infeasible for current computers. The proposed
scheme achieve stronger robustness against several attacks when
compared with existing data hiding scheme. Furthermore, the
secret information can be retrieved without encountering any loss
of data and recovered original image successfully from stego image.

7. Conclusion

A very high capacity reversible data hiding method using
weighted matrix are proposed in this paper. We  modified the
interpolation technique where average value are inserted between
zooming and incorporate weighted matrix for data embedding. We
simple modify weighted matrix using secret key � to enhanced
security in data hiding. Also weighted matrix based data hiding was
not reversible, here, in this scheme, we introduced reversible data
hiding in case of weight-matrix based data hiding scheme. In this
scheme we achieved good PSNR and high capacity data embedding
as 2.97 bpp. Also we  tested our scheme using RS analysis, calculated
standard deviation and correlation coefficient which gives promis-
ing result. We  have tested our scheme by several steganographic
attacks like histogram attacks and brute force attacks with wrong
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eighted matrix and wrong shared secret key, we  observed that
he scheme is secure and robust against such attacks.
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Abstract

In this paper, we propose a dual-image based reversible
data hiding scheme. Here, we divide a secret message
into sub-stream of size n bits, where n − 1 bits are em-
bedded using Pixel Value Differencing (PVD) and 1 bit is
embedded using Difference Expansion (DE). We consider
two consecutive pixels from cover image, calculate the dif-
ference between them and then embed n − 1 bits secret
message by modifying the pixel pair. Again, we consider
that modified pixel pair to embed 1 bit secret message us-
ing embedding function. After that, we distribute these
two stego pixel pairs among dual image depending on a
shared secret key bit stream. At the receiver end, we ex-
tract the secret message successfully and recover original
cover image from dual stego image without any distortion.
Finally, we compare our scheme with other state-of-the-
art methods and obtain reasonably better performance in
terms of data embedding capacity.

Keywords: Difference expansion, dual image, pixel value
differencing, reversible data hiding

1 Introduction

Steganography is one of the most commonly used pro-
tective method for information security. Steganography
can be classified into two categories: irreversible and re-
versible. In irreversible technique, the secret data can
be embedded and extracted successfully, but the origi-
nal image might not be recovered [1, 5, 6, 8, 23]. On
the other hand, reversible data hiding schemes [9, 10, 16,
17, 19, 20, 22, 24] are capable of embedding the secret
message as well as can extract the secret message and
recover the original image. Two important measures of
reversible data hiding are embedding capacity and dis-
tortion of cover work. In recent years, a bunch of re-
search [7, 13, 14, 15, 21, 27] have been performed to im-

prove the embedding capacity and to minimize the distor-
tion which is the objective of data hiding schemes. Wu
and Tsai [26] proposed a data embedding method based
on PVD, where, the difference of two adjacent pixels in
the cover image is calculated. The number of bits to be
embedded into these two pixels are determined by their
absolute difference and a pre-defined reference table. By
modifying these two pixel values, data bits can be embed-
ded. Because the same range in the reference table will
be referred before and after data embedding, the same
number of secret data bits can be determined and thus
the embedded secret data bits can be exactly extracted.
Tian [22] proposed a difference expansion data hiding ap-
proach to conceal the secret data into the difference of
a pair consecutive pixel values with high payload size.
Lee et al. [13] utilized the histogram of the difference of
pixel values to embed the secret data in host image for
improving the quality of marked-images. Ni et al. [16]
proposed reversible data hiding technique which is based
on histogram shifting with zero or minimum change of the
pixel gray values. Being reversible, both the original and
the embedded data can be completely restored. Thodi
et al. [21] presented a method that combines histogram-
shifting and difference expansion reversible data hiding.

Chang et al. [2] proposed dual-image based data hiding
technique using exploiting modification direction (EMD)
method. They first established a (256 × 256) modulus
function magic matrix. In their scheme, a binary secret
message is first converted into secret digits in the base-5
numeral system. Then, two secret digits are taken to em-
bed into a pixel pair at a time by embedding each secret
digit into each steganographic image. Lee et al. [7] in-
troduced a lossless steganographic technique that utilized
centralized difference expansion to hide more secret data
into smoother areas of host image. Later, Lee et al. [12]
embed secret data using the four directions of the cen-
ter point of pixels to obtain the stego-pixels of the two
images. Lee and Huang [11] converted secret data into
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quinary-based secret symbols and combined every two
secret symbols as a set for embedding. Qin et al. [18]
embedded the first image using EMD, and the second
image through three rules which were dependent on the
first image. Lu et al. [14] used the least-significant-bit
(LSB) matching method for embedding. They obtained
the stego-pixels of two images through the modulus func-
tion and the LSB, checked whether the stego-pixels are
reversible via an averaging method, and then modified
the non-reversible stego-pixels based on a rule table to
successfully restored the image. Lee et al. [12] embedded
secret data using directions to achieve high image quality,
but the embedding capacity could only reach 0.75 bits per
pixel (bpp). Chang et al. [2] embed secret data through
the modulus function matrix to achieve a higher capacity
that is 1.00 bpp, but image quality was inferior to that
using the method by Lee et al. Thus, the challenge to en-
hance embedding capacity while maintaining high image
quality through the use of dual-image techniques is still
an important issue.

In this paper, we introduced a new dual-image based
reversible data hiding scheme through Pixel Value Differ-
ence Expansion (PVDE).

• Our motivation is to enhance the embedding capacity
and achieve reversibility in data hiding. Data embed-
ding using PVD was not reversible. We have applied
DE data embedding scheme to keep the distance pa-
rameter of sub range of reference table within the
pixel pair. The lower bound of sub range of reference
table help us to achieve reversibility in PVDE. The
proposed scheme also enhance embedding capacity.

• One of the important modification that we have pro-
pose in our scheme is uniform sub range in the ref-
erence table. In PVD, the width of sub range varies
and the number of embedding bits depends on the
pixel value difference. More number of data bits are
embedded in the complex area of an image which
will effect more. To maintain the uniform effect af-
ter data embedding in all area, we propose uniform
width of sub range in the reference table. Although
data could be embedded without reference table, we
use reference table to make PVD as reversible. The
lower label of sub range in each embedding pair is
essential for PVD to recover original image.

• Another motivation is to enhance security in data
hiding. We distribute modified pixel pair among dual
stego image, stego major (SM) and stego auxiliary
(SA) based on shared secret key bit stream. The se-
cret message bits are distributed among dual image.
The receiver applies extraction technique using either
PVD or DE that depends on the share secret key.
Without key none can extract secret message. Fi-
nally, we recover original image using our extraction
algorithm from dual image without any distortion.

The rest of the paper is organized as follows. Sec-
tion 2 describes some preliminary techniques of data hid-

ing scheme. Proposed data hiding scheme PVDE in de-
tail is discussed in Section 3. The issue regarding over-
flow and underflow situation are described in Section 4.
Experimental results with comparisons are discussed in
Section 5. Section 6 present security analysis. Finally,
we conclude our paper with some interesting insights and
possible future directions in Section 7.

2 Preliminaries

Reversible data hiding become a very important and chal-
lenging task in hidden data communication specially in
medical and military application for ownership identi-
fication, authentication and copy right protection. We
propose dual-image based reversible data hiding scheme
called PVDE. In this section, Wu and Tsai’s PVD and
Tian’s DE techniques are discussed briefly.

2.1 Wu and Tsai’s Scheme

Pixel Value Differencing (PVD), proposed by Wu and
Tsai [26] is one of the popular data hiding techniques in
spatial domain. Consider a two consecutive pixels Px and
Px+1 from cover image C of size (M ×N). The difference
value d of Px and Px+1 can be derived by

d = |Px − Px+1|.

A reference table R is used which consists of n contigu-
ous sub-blocks with fixed interval. The main function of
the reference table is to provide data hiding information.
Each sub-range has its lower bound (lb) and upper bound
(ub) values and the width w of each sub-range is selected
to be a power of 2. The hiding capacity of two consecutive
pixels can be obtained by

t = blog2 wc. (1)

Here, t is the number of bits that is hidden within pixel
pair. A new parameter d

′
is generated using

d
′

= m1 + lb.

Now the secret data is embedded into pixel pair
(Px, Px+1) by modifying it such that d and d

′
belongs

to the same range in the reference table. The details of
the embedding criteria are as follows:

(P
′

x, P
′

x+1) =



(Px + dd
′′
/2e, Px+1 − bd

′′
/2c),

if Px ≥ Px+1 and d
′
> d;

(Px − dd
′′
/2e, Px+1 + bd

′′
/2c),

if Px < Px+1 and d
′
> d;

(Px − dd
′′
/2e, Px+1 + bd

′′
/2c),

if Px ≥ Px+1 and d
′
≤ d;

(Px + dd
′′
/2e, Px+1 − bd

′′
/2c),

if Px < Px+1 and d
′
≤ d;

where d
′′

= |d′ − d|. An illustration of how P
′

x and P
′

x+1

can be adjusted by Wu and Tsai ’s scheme for the purpose
of hiding secret data is shown in Figure 1. The recovery
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Figure 1: Data embedding through PVD with example

process of Wu and Tsai ’s method is quite simple and easy.
Given two consecutive pixels P

′

x and P
′

x+1 of the stego

image, we compute their difference value d
′

and obtain
d
′
=|P ′x+1 - P

′

x|. Then we use the original reference table
R in the embedding phase to obtain the same sub range.
The length t of the hiding capacity can also be gained by
using Equation (1). Then we extract message m1 = d

′
-

lb and convert the decimal value m1 into a binary string
whose length is t bits. For example, in Figure 1, m1=
21 − 8 = (13)10 and t = 4, and then secret data (1101)2

is extracted.

2.2 Tian ’s Scheme

Tian [22] presented a reversible data hiding technique
based on a difference expansion for gray-scale images.
Consider a pixel pair of cover image Px and Px+1. Af-
ter embedding 4 bits secret data using PVD, we obtained
modified pixel P

′

x and P
′

x+1. For embedding secret data

within consecutive pixel pair P
′

x and P
′

x+1, where 0≤ (P
′

x,

P
′

x+1) ≤ 255 the following process is discussed. The av-
erage value A and the difference value d is computed by

A = b
P
′

x + P
′

x+1

2
c, d = |P

′

x − P
′

x+1|. (2)

The inverse integer transform of Equation (2) is

P
′

x = A+ bd+ 1

2
c, P

′

x+1 = A− bd
2
c. (3)

Such a transform in Equation (2) and Equation (3) are
called integer Haar wavelet transform or S transform. Ob-
viously, the transform is a one-to-one correspondence be-
tween (P

′

x , P
′

x+1) and (A, d). That means, it meets the
requirement of reversibility. Tian expands the difference
twice for vacate a space and embed a secret bit s, where
s ∈ {0, 1} is the binary secret and generates a new differ-
ence value d

′
by

d
′

= 2× d+ s.

The new pixel values P
′′

x and P
′′

x+1 are obtained by

(P
′′

x , P
′′

x+1) = (A+ bd
′
+ 1

2
c, A− bd

′

2
c).

Finally, the embedding operation is completed, and
it produces a stego-image pixel pair by modifying (P

′

x

and P
′

x+1) to (P
′′

x and P
′′

x+1). Figure 2 is the illustra-
tion of Tian’s difference expansion scheme. During ex-
traction the secret message, the difference value of con-
secutive pixel pair (P

′′

x , P
′′

x+1) is obtained by calculating

d
′

= |P ′′x − P
′′

x+1|. The secret bit s can be extracted by

computing s = d
′
mod 2 . Then, the average value A and

the original difference value d are obtained by

A
′

= b
P
′′

x + P
′′

x+1

2
c

d = bd
′

2
c.

Now, the original pixel values are recovered using

(P
′

x, P
′

x+1) = (A
′
+ bd+ 1

2
c, A

′
− bd

2
c).

Figure 2: Difference expansion

3 Proposed PVDE Scheme

In this paper, we propose a new reversible data hiding
scheme by combining Pixel Value Difference (PVD) and
Difference Expansion (DE) on dual image called PVDE.
According to this approach, first we have to select two
consecutive pixels xi and xi+1 from cover image C. Then
we calculate the pixel value difference d between xi and
xi+1 that is

d = |xi − xi+1|.

The number of secret bits which will be embed-
ded in the cover image is determined with the help of
a reference table R. The reference table have equal
sub range [lb, ub] having length w that is w = ub −
lb + 1. In our proposed PVDE scheme, w is taken
as 16. Hence forth the contiguous sub-ranges are
{0− 15, 16− 31, 32− 47, . . . , 240− 255} which have
capability to embed 4 secret bits within each pixel pair
through PVDE in cover image. Now to embed 4 bits, two
new parameters d

′
and d

′′
are introduced as follows:

d
′

= lb+m1

d
′′

= d
′
− d

where m1 is decimal value of the secret message of size
4 bits. After that the pixel values xi and xi+1 are ad-
justed into two new pixel values x

′

i and x
′

i+1 by following
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modifications.

x
′

i = xi − δ
x
′

i+1 = xi+1 + γ

where δ = dd
′′

2 e and γ = bd
′′

2 c. Then we apply DE on

the pixels x
′

i and x
′

i+1 to embed one bit. Now, we deter-
mine the lower range from the reference table R where the
difference d belongs to. Then we calculate the parameters
h, A and h

′
as follows

h = (d− lb)
A = (x

′

i + x
′

i+1)/2

h
′

= (2× h+m2)

where m2 is one bit secret message. After this the pixel
pair x

′

i and x
′

i+1 are again modified by

x
′′

i = A+ δ1

x
′′

i+1 = A− γ1

where δ1 = d(h′/2)e and γ1 = b(h′/2)c. Finally, the stego
pixel pairs (x

′

i, x
′

i+1) and (x
′′

i , x
′′

i+1) are distributed among
dual stego image, Stego Major (SM) and Stego Auxiliary
(SA) based on shared secret key K. If K = 1, then the
pixel pair (x

′

i, x
′

i+1) is stored within the stego image SM

and the pixel pair (x
′′

i , x
′′

i+1) is stored within the stego

image SA. Again if K = 0 then the pixel pair (x
′

i, x
′

i+1)
is stored within the stego image SA and the pixel pair
(x
′′

i , x
′′

i+1) is stored within the stego image SM. The de-
tailed schematic diagram of our proposed PVDE method
for embedding process are shown in Figure 3 and the cor-
responding algorithm is shown in Algorithm 1.

Algorithm 1: Data embedding of PVDE

Input: Original image I (M ×N), Secret message M ,
Shared secret key K.

Output: Two stego images, Stego Major (SM) and
Stego Auxiliary (SA) of size (M ×N).

1: Select pixel pair (xi, xi+1) from I in raster scan order;
2: Calculate difference d = |xi − xi+1|;
3: Select 4 bits secret message from M and convert into

decimal value m1 and 1 bit as m2;
4: Calculate d

′
= m1 +lb; where, lb is the lower bound of

the sub range of reference table R in which d belongs
to;

5: Calculate d
′′

= d
′ − d;

6: Compute δ = dd
′′

2 e and γ = bd
′′

2 c;
7: if (xi > xi+1) then
8: x

′

i = xi + γ ; x
′

i+1 = xi+1 − δ ;
9: else

10: x
′

i = xi − δ ; x
′

i+1 = xi+1 + γ ;
11: end if
12: Calculate h = (d− lb);

Figure 3: Schematic diagram of PVDE for data embed-
ding process

13: Calculate h
′

= 2 × h + m2; where, m2 is 1 bit secret
message;

14: Calculate Average A = b (x
′
i+x

′
i+1)

2 c;
15: Calculate δ1 = dh

′

2 e; and γ1 = bh
′

2 c;
16: if (x

′

i > x
′

i+1) then

17: x
′′

i = A+ δ1 ; x
′′

i+1 = A− γ1;
18: else
19: x

′′

i = A− γ1 ; x
′′

i+1 = A+ δ1;
20: end if
21: if (K = 1) then
22: Store (x

′

i, x
′

i+1) within stego image SM and store

(x
′′

i , x
′′

i+1) within stego image SA;
23: else
24: Store (x

′

i, x
′

i+1) within stego image SA and store

(x
′′

i , x
′′

i+1) within stego image SM;
25: Repeat Line-1 through Line-24 until

length(M) = 0;
26: Dual stego image SM and SA are generated;
27: end if
28: End

At the receiver end, both the data extraction and orig-
inal image reconstruction are performed by taking pixel
from both the stego images SM and SA based on K. If
K = 1, then select pixel pair (x

′

i, x
′

i+1) from SM and
apply data extraction using PVD and at the same time
select pixel pair (x

′′

i , x
′′

i+1) from SA and apply data ex-
traction using DE. If K = 0, then apply the pixel pair se-
lection process opposite manner, that means select pixel
pair (x

′

i, x
′

i+1) from stego image SA and (x
′′

i , x
′′

i+1) from
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stego image SM. Now the data extraction and original
image reconstruction process are described as follows:

d = |x
′

i − x
′

i+1|
m1 = d− lb

where lb is the lower bound of the sub range of the refer-
ence table R to which d belongs to and m1 is the 4 bits
secret data. To recover another secret bit, we perform

h
′

= x
′′

i − x
′′

i+1

and collect one bit secret message (m2) from LSB of h
′
.

To recover the original image, we perform the following
calculations

h = bh
′

2
c

d
′

= (h+ lb)

d
′′

= d
′
− d

δ = dd
′′

2
e

γ = bd
′′

2
c.

Now, the original image pixel (xi, xi+1) is recovered by

(xi, xi+1) =

{
x
′

i − γ, x
′

i+1 + δ if x
′

i > x
′

i+1

x
′

i + δ, x
′

i+1 − γ otherwise

The extraction process of our proposed PVDE scheme is
explained using a schematic diagram in Figure 4. The
corresponding algorithm for data extraction and original
image reconstruction is explained in Algorithm 2.

Algorithm 2: Data extraction of PVDE

Input: Two stego images SM and SA, Shared secret key
K.

Output: Original Image I(M ×N); Secret Message M ;

1: Select pixel pair from SM and SA in raster scan order;
2: if (K = 1) then
3: Collect (x

′

i, x
′

i+1) from SM and collect (x
′′

i , x
′′

i+1)
from SA;

4: else
5: Collect (x

′

i, x
′

i+1) from SA and collect(x
′′

i , x
′′

i+1)
from SM;

6: end if
7: Calculate d

′
= |x′i − x

′

i+1|;
8: Secret message m1 = d

′ − lb, where lb is the lower
bound of the sub range of range table R;

9: Calculate h
′

= (x
′′

i − x
′′

i+1); (Extract secret message

bit m2 from LSB of h
′
);

10: Calculate h = bh
′

2 c;
11: Calculate d = (h + lb); where lb is the lower bound

of the sub range of the reference table R in which d′

belongs;

Figure 4: Schematic diagram of PVDE for data extraction
process

12: Calculate d
′′

= d
′ − d;

13: Calculate δ = dd
′′

2 e;
14: Calculate γ = bd

′′

2 c;
15: if (x

′

i > x
′

i+1) then

16: xi = x
′

i − γ; xi+1= x
′

i+1 + δ;
17: else
18: xi= x

′

i + δ; xi+1= x
′

i+1 − γ;
19: end if
20: Repeat Line-1 through Step-19 until all data are

extracted;
21: End

4 Overflow and Underflow

When the stego pixel value cross the upper range of gray
scale then overflow occur and cross the lower limit of gray
scale then underflow occur. We have use 8 bit image
where gray scale is [0-255]. Suppose we have a pixel pair
(Ca, Cb) with pixel values Ca = 250 and Cb = 255 and 4
bits secret data is (1101)2 that is (13)10. The difference
between two pixels d is | 250 − 255 |=5 and the new
difference d

′
is 13+0=13. Therefore, m =13-5=8, c=4

and f=4. After embedding, the stego pixel pair becomes
Pa = 246 and Pb = 259 which cross the upper limit that
means Pb > 255 which shows overflow problem.

For underflow, suppose Ca=0 and Cb=7 and 4 bits se-
cret data is (1010)2 that is (10)10. The difference between
two pixels d is | 0 − 7 |=7 and the new difference d

′
is

10+0=10. Therefore, m =10-7=3, c=2 and f=1. The
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stego pixel pair becomes Pa = −2 and Pb = 8. We ob-
serve that Pa < 0 which shows underflow problem.

To overcome this problem, we do not embed any secret
data within those specified pixel pair. We observed that
after data embedding, the difference between two pixels
is not much more than 31. To overcome the overflow
problem, we use difference expansion method and set the
difference 32 when data hiding by difference expansion is
0 and subtracting 32 from the average of two pixels. So,
the modified pixel pair becomes (Da = avg−32, Db = Pb)
and set the difference 33 when data is 1 by subtracting
33 from the average of two pixels. So, the modified pixel
pair becomes (Da = avg − 33, Db = Pb).

To overcome the underflow problem, we set the dif-
ference 32 when data is 0 by adding 32 with the aver-
age of two pixels. So, the modified pixel pair will be
(Da = avg + 32, Db = Pb) and set the difference 33 when
data is 1 by adding 33 with the average of two pixels. So,
the modified pixel pair will be (Da = avg+ 33, Db = Pb).

In the receiver side, when difference between the pix-
els Da and Db is 32 or 33 the receiver understand that
secret message is not embedded within that pair (Pa, Pb)
corresponding to (Da, Db).

Figure 5: Standard test images with (256× 256) pixel

5 Experimental Results and Com-
parison

In this section, our proposed method (PVDE) is verified
and tested using gray scale image of size (256× 256) pix-
els collected from [25] shown in Figure 5. After embed-
ding the secret messages, dual stego image, Stego Major
(SM) and Stego Auxiliary (SA) are generated as shown

in Figure 6. Our developed algorithms: PVDE embed-
ding and extraction are implemented in MATLAB Ver-
sion 7.6.0.324 (R2008a). Here, the distortion is measured
by means of two parameters namely, Mean Square Error
(MSE) and Peak Signal to Noise Ratio (PSNR). The
MSE is calculated as follows:

MSE =

M∑
i=1

N∑
j=1

[X(i, j)− Y (i, j)]
2

(M ×N)

where M and N denote the total number of pixels in
the horizontal and the vertical dimensions of the image
respectively.

Figure 6: Dual stego images of (256 × 256) pixels after
data embedding

X(i, j) represents the pixels in the cover image and
Y (i, j) represents the pixels of the stego image. The dif-
ference between the original and stego images were as-
sessed by the Peak Signal to Noise Ratio (PSNR). The
formula of PSNR is as follows:

PSNR = 10 log10
2552

MSE
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Table 1: Data embedding capacity with PSNR

Image Data(bits) PSNR(SM) PSNR(SA) Avg. PSNR

cameraman

40,000 43.40 42.72

36.77
80,000 35.75 38.84

1,60,000 30.77 36.19
1,63,592 30.35 36.14

house

40,000 47.00 41.88

38.95
80,000 40.59 38.53

1,60,000 35.84 36.01
1,63,592 35.79 35.97

F16

40,000 47.07 43.29

37.88
80,000 37.18 39.36

1,60,000 31.65 36.48
1,63,592 31.62 36.41

lake

40,000 36.95 43.15

36.08
80,000 33.47 39.70

1,60,000 30.82 37.03
1,63,592 30.63 36.93

Lena

40,000 40.31 43.78

36.93
80,000 35.31 40.19

1,60,000 30.77 37.28
1,63,592 30.67 37.18

livingroom

40,000 38.93 43.47

36.69
80,000 34.18 40.02

1,60,000 31.37 37.19
1,63,592 31.31 37.11

peppers

40,000 39.67 43.47

37.27
80,000 35.45 39.93

1,60,000 32.92 36.98
1,63,592 32.86 36.89

pirate

40,000 39.79 43.75

37.05
80,000 35.29 40.28

1,60,000 31.58 37.15
1,63,592 31.48 37.09

bridge

40,000 34.57 43.54

35.85
80,000 32.39 40.47

1,60,000 30.50 37.51
1,63,592 30.44 37.42

Tiffany

40,000 40.44 43.75

37.36
80,000 36.32 40.20

1,60,000 32.00 37.19
1,63,592 31.92 37.12

Zelda

40,000 42.20 43.76

38.87
80,000 39.10 40.09

1,60,000 36.08 36.98
1,63,592 35.86 36.90

Goldhill

40,000 45.84 42.85

38.66
80,000 39.77 39.48

1,60,000 34.09 36.80
1,63,592 34.06 36.76

Higher the values of PSNR between two images indicates
better the quality of the stego image and very similar to
the cover image where as low PSNR demonstrates the op-
posit. Table 1 shows the experimental result upon Cam-
eraman, House, Jet Plane, Lake, Lena, Living Room,
Peppers, Pirate, Walk bridge and Woman images. Ta-
ble 1 shows the average PSNR of SM and SA with cover
image. To asses the embedding capacity, we calculate
payload (B) in terms of bits per pixel (bpp) using the
following expression.

B =
(bM2 c − 1)×N × 5

(2M × 2N)

For example, if M = 512 and N = 512 then B =
255×512×5

2×(512×512) = 1.25. The bpp B of our dual image based

PVDE scheme is 1.25.
To measure the complexity, we assume that the size

of the cover image is (M × N) and the data embedding
process embed five secret bits within a pixel pair. Two

copies of cover image is used to distribute the stego pixel
and each pixel pair from cover image produce two copies
of pixel pair. So, the time complexity is O(MN). On
the other hand, during data extraction, we need to scan
the pixel pair from dual image depending on key. So, the
time complexity is O(2MN).

Table 2 lists the average PSNR values with payload of
different existing dual image based data hiding scheme.
The average PSNR of the stego images of the proposed
scheme is lower than the method proposed by Qin et
al.’s [18], Lu et al.’s [14, 15], Chang et al.’s [2, 3] and
Lee et al.’s [11, 12] schemes. But the average PSNR is
higher than the method proposed by Lee et al.’s [10] and
Zeng et al.’s [27] schemes. The embedding payload of our
scheme is 1.25 bpp which is higher than the other exist-
ing dual image based schemes. The embedding payload of
the methods proposed by Qin et al. [18] is approximately
0.09 bpp less than that of our proposed PVDE method.
The payload of Lu et al. [15] and Chang et al. [2, 3] is
approximately 0.25 bpp less than our PVDE method. It
is observed that our PVDE is superior than the other
dual image based schemes in terms of embedding payload
(bpp). From the above discussion, one can conclude that
PVDE is better than other existing scheme in terms of
payload, and the PSNR is also reasonable which implies
the quality of the stego image is good.

Table 2: Comparison of average PSNR and payload (bpp)
with existing schemes

Scheme Avg. PSNR (dB) Capacity (bpp)
Chang et al.(2007) 45.1225 1.00
Chang et al.(2009) 48.14 1.00
Lee et al. (2009) 52.3098 0.74
Lee et al. (2010) 34.38 0.91

Zeng et al. (2012) 32.74 1.04
Lee and Huang (2013) 49.6110 1.07

Qin et. al. (2014) 52.11 1.16
Lu et al. (2015) 49.20 1.00
Proposed PVDE 38.95 1.25

6 Steganalysis

Steganalysis is the art of discovering whether or not a se-
cret message is exist in a suspected image. Steganalysis
does not however consider the successful extraction of the
message. Now a days, steganographic systems does not
achieve perfect security. So, they all leave hints of em-
bedding in the stegogramme. This gives the steganalyst
a useful way in to identifying whether a secret message ex-
ists or not. Steganalyst perform this work in various ways.
The way is divided into two main categories-Targeted and
Blind steganalysis. Some of the targeted steganalysis are
visual attack, statistical attack and structural attack and
one of the famous blind steganalysis method is RS anal-
ysis.
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6.1 RS Analysis

We analyzes our stego images by RS analysis [4]. Let us
assume that we have a cover image of size (M × N). In
RS analysis method, first the stego image is divide into
disjoint groups G of n adjacent pixels (x1, . . . , xn). Each
pixel value is in a set P that is p = {0, 1, . . . , 255}. Here,
each group consist of 4 consecutive pixels in a row. Define
a discrimination function f that returns a real number
f(x1, . . . , xn) ∈ R to each pixel group G = (x1, . . . , xn).
The main goal of use the discrimination function is to
identify the ”Smoothness” or ”Regularity” of each group
of pixels G. The discrimination function f is define as:

f(x1, . . . , xn) =

n−1∑
i=1

|xi+1 − xi|

An invertible function F is define which is operates
on P, called ”flipping”. Flipping consists of two-cycles
which permutes the pixels value. So, F 2= Identity or
F (F (x)) = x for all x belongs to P. Flipping the LSB of
each pixel value and the corresponding permutation F1
is: 0 ↔ 1, 2 ↔ 3, . . . , 254 ↔ 255. Define another func-
tion, named shift LSB flipping and treated as F−1. So
the permutation F−1: −1 ↔ 0, 1 ↔ 2, . . . , 255 ↔ 256. In
the other word, F−1 flipping can be define as:

F−1(x) = F1(x+ 1)− 1, for all x.

There are three types of groups Regular groups (R), Sin-
gular groups (S) and Unusable groups (U) which are de-
fine depend on the discrimination function f and the flip-
ping operation F. Depending on the condition groups are
define below. G ∈ R if f(F (G)) > f(G)

G ∈ S if f(F (G)) < f(G)
G ∈ U if f(F (G)) = f(G)

where F (G) = F (x1), . . . , F (xn).
The flipping operation will be execute with the help of a
mask value M, which is a n tuples with values -1, 0, and
1. The flipped group FM (G) is defined as (FM (1)(x1),
FM (2)(x2), . . . , FM (n)(xn)). The RS analysis based on
analyzing how the number of regular and singular groups
changes with the increased message length embedded in
the LSB plane.

Then calculate the value of RS analysis using the fol-
lowing equation.

((|RM −R−M |+ |SM − S−M |)/(RM + SM ))

where RM and R−M is the total number of regular group
with mask M and -M respectively. SM and S−M is the
total number of singular group with mask M and -M re-
spectively. When the value of RS analysis is closed to
zero means the scheme is secure. The stego images are
tested under the RS analysis. It is observed from Tables 3
and 4 that the values of RM and R−M , SM and S−M are
nearly equal for stego image SM and SA. Thus rule RM

Table 3: RS analysis of PVDE method (Stego image SM)

Image Data SM
RM R−M SM S−M RS value

Cameraman

20000 7118 7107 3551 3594 0.0051
50000 6768 6851 3944 3895 0.0123
75000 6304 5947 4943 5279 0.0616
114582 6207 6035 4997 5173 0.0311

Lena

20000 5617 5607 4067 4068 0.0011
50000 5563 5476 4291 4337 0.0135
75000 5636 5539 4517 4589 0.0166
114582 5641 5387 4509 4709 0.0447

Baboon

20000 5893 5815 4960 5105 0.0205
50000 5897 5875 5076 5131 0.0070
75000 6018 5813 5107 5313 0.0369
114582 5844 5986 5256 5123 0.0248

Table 4: RS analysis of PVDE method (Stego image SA)

Image Data SA
RM R−M SM S−M RS value

Cameraman

20000 6945 7078 3877 3721 0.0267
50000 6506 6535 4490 4472 0.0043
75000 6514 6528 4287 4224 0.0071
114582 6538 6647 4283 4225 0.0154

Lena

20000 5575 5565 4139 4133 0.0016
50000 5590 5514 4239 4299 0.0138
75000 5587 5442 4579 4665 0.0227
114582 5652 5621 4592 4553 0.0123

Baboon

20000 5876 5881 4995 5092 0.0094
50000 5821 5878 5121 5147 0.0076
75000 5895 5827 5196 5283 0.0140
114582 5874 5830 5194 5206 0.0051

∼= R−M and SM
∼= S−M is satisfied for the stego image

in our scheme. So, the proposed method is secure against
RS attack. In our experiment, the ration of R and S lies
between 0.0051 to 0.0616 for SM and 0.0043 to 0.0267 for
SA of Cameraman image.

6.2 Relative Entropy

To measure the security in our proposed method, the rel-
ative entropy (D) between the probability distributions
of the original image (P ) and the stego image (Q) is cal-
culated by

D(Q||P ) =
∑

q(x)log
q(x)

p(x)
.

When relative entropy between two probability distribu-
tion functions is zero then the system is perfectly secure.
D(Q||P ) is a nonnegative continuous function and equals
to zero if and only if p and q are coincide. Thus D(Q||P )
can be normally considered as a distance between the
measures p and q. Relative entropy of the probability
distribution of the original image and the stego image
varies depending upon number of bits of secret message.
In our experiment, it is shown that when the number of
characters in the secret message increases, the relative en-
tropy in stego image is also increases. The relative entropy
in our experiment is varies between 0.0027 to 0.0131 for
lena image which implies the proposed scheme provides
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Table 5: Relative entropy between I and SM

Image Data(Bytes) Entropy I Entropy SM Difference

Lena

5000 7.4451 7.4451 0.0027
10000 7.4451 7.4452 0.0058
20000 7.4451 7.4452 0.0105
20249 7.4451 7.4453 0.0131

Barbara

5000 7.0480 7.0480 0.0031
10000 7.0480 7.0482 0.0064
20000 7.0480 7.0485 0.0112
20249 7.0480 7.0486 0.0134

Tiffany

5000 7.2925 7.2925 0.0029
10000 7.2925 7.2925 0.0057
20000 7.2925 7.2926 0.0122
20249 7.2925 7.2926 0.0129

Pepper

5000 7.2767 7.2767 0.0039
10000 7.2767 7.2768 0.0077
20000 7.2767 7.2770 0.0142
20249 7.2767 7.2771 0.0169

Gold hill

5000 7.2367 7.2367 0.0034
10000 7.2367 7.2371 0.0056
20000 7.2367 7.2375 0.0112
20249 7.2367 7.2379 0.0143

secure hidden communication. Other relative entropy val-
ues with SM are depicted in Table 5.

6.3 Histogram Attack

Figure 7 depicted the histogram of the cover and stego
image and their difference histogram are obtained. The
stego image are produced from cover image employing
the maximum data hiding capacity. It is observed that
the shape of the histogram is preserved after embedding
the secret data. Histogram of cover image is represented
as h whereas histogram of stego image is represented as
h
′
. The change of histogram can be measured by

Dh =

255∑
m=1

|h
′

m − hm|.

The difference of the histogram is very small. It is ob-
served that, bins close to zero are more in numbers and
the bins which are away from zero are less in numbers.
This confirm the quality of stego image. There is no step
pattern observed which ensure the proposed method is
robust against histogram analysis.

6.4 Statistical Attack

The proposed scheme is also assessed based on statistical
distortion analysis by some image parameters like Stan-
dard Deviation (SD) and Correlation Coefficient (CC) to
check the impact on image after data embedding. The
SD before and after data embedding and CC of cover
and stego images are summarized in Table 6. Minimizing
parameters difference is one of the primary aims in order
to get rid of statistical attacks. From the Table 6 it is seen
that there is no substantial divergence between the SD of
the cover-image and the stego-image. This study shows
that the magnitude of change in stego-image based on
image parameters is small from a cover image. Since the
image parameters have not changed much, the method

Figure 7: Histogram of Original, SM, SA and difference

Table 6: Standard Deviation (SD) and Correlation Coef-
ficient (CC)

Image SD CC
I SM SA I&SM I&SA SM & SA

Baboon 38.37 37.85 38.54 0.98 0.99 0.97
Cameraman 61.59 61.12 61.73 0.99 0.99 0.99

Lena 47.83 47.43 47.97 0.98 0.99 0.98

offers a good concealment of data and reduces the chance
of the secret data being detected. Thus, it indicates a
perfectly secure steganographic system.

6.5 Attacks with Unknown Secret Key

We have used 128 bits shared secret key K to distribute
pixel among dual images. The scheme is secure to pre-
vent possible malicious attacks. The proposed scheme
constructs two stego images which protect original infor-
mation by hiding secret information in both images SM
and SA. The Figure 8 shows the revelation example where
with key and without key stego images are used to revel
the hidden message. If the malicious attacker holds the
original image and dual images and is fully aware of the
proposed scheme, the hidden message still cannot be cor-
rectly revealed without knowing the correct secret key.
The result indicate that the attacker only acquires noise
-like images when applying incorrect secret key to reveal
the hidden message. Furthermore, the attacker may em-
ploy the brute force attack that tries all possible permu-
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Figure 8: Noise like secret data with wrong secret key

tation to reveal the hidden message. The secret key are
128 bits length, so, the number of required trials to reveal
the hidden message are 2128 which are computationally
infeasible for current computers. The proposed scheme
achieve stronger robustness against several attacks when
compared with existing data hiding. Furthermore, the
secret information can be retrieved without encountering
any loss of data and recovered original image successfully
from dual image.

7 Conclusion

In this paper, on the basis of pixel value difference and
difference expansion a dual image based reversible data
hiding scheme (PVDE) is introduced. Here, the reference
table is modified allowing fix size four bits data embedding
capacity. During difference expansion we keep the differ-
ence value of a subrange from the reference table which
helps to recover the original image from stego images. In
our proposed PVDE method, PVD achieved reversibility
which demands the originality of our method. Also PVDE
achieves security using the shared secret key by which
stego pixels are distributed among two stego images. A
shared secret key K has been used which guarantees secu-
rity. The RS analysis provide low value which fulfilled the
art of steganography. The visual attacks are analyzed by
histogram analysis and statistical attacks are performed
by SD and CC which provide robustness against several
attacks. Also, the scheme maintains low relative entropy.
In addition, it gains good PSNRs and higher payload than
other existing methods of dual image based data hiding.
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