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ABSTRACT

Communication through data hiding is an important and demanding issues for many
applications. The important parameters to measure the performance of data hiding
schemes are imperceptibility, data hiding capacity and robustness which are inversely
proportional to each others. So, there is a challenge to design some innovative data
hiding techniques and solved while maintaining the tradeoff among these three parame-
ters. After extraction the secret message from the stego media, the recovery of original
image is also demanding issues in several human centric application areas. Many data
hiding techniques are developed since last decades which have either limited embedding

capacity and/or lower visual quality.

In the light of this discussion, some innovative secured data hiding schemes have
been proposed to maintain a perfect balance of these important components of data
hiding schemes that is payload, imperceptibility and robustness. Some new data hiding
methods are designed and solved using Hamming code, Pixel Value Difference (PVD),
Difference Expansion (DE), Exploiting Modification Direction (EMD) and Weighted

Matrix based techniques.

In this thesis, two partial reversible data hiding schemes have been designed through
error creation using Hamming code. Reversibility has been achieved using dual image
but data hiding capacity is limited. To improve the embedding capacity, three new
reversible data hiding techniques are designed and solved using PVD, DE and EMD
methods. The maximum embedding capacity of these suggested methods is 2.15 bits
per pixel (bpp) with moderate visual quality.

Again to improve the data hiding capacity while maintaining good visual quality,

three more new data hiding techniques are introduced and solved using weighted ma-



trix. In these schemes, data hiding capacity has been achieved finally at 3.46 bpp
with visual quality measured by Peak Signal to Noise Ratio (PSNR) is 35.39 dB. Dual
image and image interpolation techniques accelerate the data hiding capacity, visual
quality and security of proposed data hiding schemes. To enhance the security of
these schemes, shared secret key has been introduced. All these schemes are compared
with the state-of-the-art methods and observed a considerable improvement in terms
of visual quality as well as capacity. Development of some new innovative data hiding
methods are not enough, but their security analysis is paramount important. So, these
suggested methods are analyzed through some standard steganalysis and tested under
some known steganographic attacks. We observed that all these proposed schemes are

robust against several steganographic attacks.
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Introduction 1.1 Introduction

1.1 Introduction

Data hiding is the art and science of data smuggling that communicates information by con-
cealing secret message through innocuous cover media such as images, audio signals, videos,
documents and so on. Various kinds of multimedia objects can be used as cover media to hide
the existence of secret information from an eavesdropper, but digital images are the most com-
monly used media because they are ubiquitous and moreover, images speak more than words.
Due to the higher degree of distortion tolerance with a larger hiding capability, digital images

are being used as cover media in data hiding applications for the past few decades.

Now-a-days, data hiding provide secured and private communication that becomes the es-
sential requirement of various types of applications. Data hiding plays an important role in
multimedia security. It is useful in various purposes such as copyright protection, covert com-
munication, content authentication, forensic tracking, tamper detection and many other human
centered approaches. It consists of several branches such as Steganography, Watermarking, Se-
cret Sharing, Visual Cryptography etc. Steganography and Watermarking are two main research
areas in data hiding. These two approaches conceal secret information within cover media by
changing some of its attributes, but they have still some properties distinguishable from each
other. In Steganography, embed messages are hard to reveal by an adversary, but in Watermark-
ing it may not always be true. The main intention is to concentrate on precluding the adversary
from moving out the content of the confidential messages by applying a variety of distortion
techniques. Some data hiding schemes proposed in this research work are classified in the cate-
gory of Steganography through gray scale digital image as per their degree of redundancy. The
objective of Steganography are quite different from Cryptography. The cryptographic schemes
scramble secret messages so that if intercepted, messages cannot be understood but Steganog-
raphy camouflages the messages to hide its existence and makes it seem almost invisible. An

encrypted message may draw suspicion while an invisible message will not.

Depending on the manner of data embedding, current data hiding algorithms can be grouped
into three domains: spatial, frequency and compress domains. Each domain has its own ad-
vantage and disadvantage with regard to hiding capacity, execution time and storage space.

Whereas, algorithms in spatial domain embed secret messages by directly manipulating the im-
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age pixel values. However, algorithms in the frequency domain first transform the input image

into frequency coefficients. Then the secret message is embedded by coefficient modifications.
Algorithms in the compress domain adopt the image representation by a series of compress
code as their embedding media. Data embedding is accomplished by modifying the compress

code. Transform domain methods are more robust compared to spatial domain methods.

Sometimes, after extracting secret data from the cover media, recovery of cover image is es-
sential in some applications such as remote sensing, military application, medical image shar-
ing, multimedia archive management etc. According to whether the cover image pixels can be
recovered or not after data extraction, current data hiding schemes are classified into two cat-
egories: reversible and irreversible. The scheme of reversible data hiding usually exploits the
techniques of histogram shifting, prediction error, and difference expansion etc. On the other
hand, irreversible data hiding schemes such as data hiding using Pixel Value Difference (PVD),
Exploits Modification Direction (EMD), Weighted Matrix (WM) often have greater data hiding
capacities, but the modification caused by data embedding are not invertible. In addition to this,
dual image based data hiding techniques are often being used recently. During data embedding,
dual image based techniques can generate two similar copies stego-image from the cover image
to increase data embedding capacity and enhance security. It is hard for an adversary to extract
the hidden content without simultaneous two stego-images. This concept is talked about as a

particular case of secret sharing.

However, communication through data hiding usually puts stress on simply finding the pres-
ence of a secret message. Thus, the imperceptibility becomes the most significant place for the
data hiding schemes. For sophisticated data hiding strategies, it has been proven in practice
that one efficient style of increasing security is to reduce the number of changes that is inserted
into the cover media. A high embedding efficiency becomes the principal aim to accomplish
for the current data hiding schemes by substituting the payload. The goal of data hiding is to
ensure embedded data extraction and original cover image reconstruction. The performance of
a reversible data hiding schemes are evaluated by three aspects: embedding capacity (payload),
visual quality (measured by PSNR) and computational complexity. For a desired capacity, one

expects to minimize the distortion and meanwhile keep computational complexity as low as
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possible. To get high capacity, repeated embedding process may applied, leading to rapid de-
crease of visual quality and increase of computational complexity. The key factors of secured

hidden data communications are high security, high embedding capacity and good impercepti-
bility. Each of these requirements occupies each corner of a triangle in a data hiding system and

there is always a trade-off between these contradictory requirements.

Imperceptibility: The first and foremost requirement of any data hiding algorithm is the im-
perceptibility. The embedded secret data within cover image should not cause any degra-
dation in visual quality. The secret message should remain invisible, it should not be
detectable to the human eyes and there should not be any visual distortion within stego-
image so that it remains unsusceptible and unsafe. Higher the stego-image quality, more
invisible the hidden message which can be measured through PSNR. A higher PSNR

value means a lower degree of distortion.

Payload: The amount of inserted information within stego-image is considered as payload.
The payload should be higher as much as possible with an acceptable resultant stego
guality. It is measured by some absolute value or relative measurement (bits per pixel) or
data embedding rate. The importance of data hiding schemes are based on the tradeoff
between payload or data hiding capacity and stego-image quality. So, a scheme does
have its contribution to the field of research if it increases the payload while maintaining
an acceptable quality of stego-image or improves image quality while keeping the hiding

capacity at the same level or better.

Robustness: Robustness is the level of difficulty required by an eavesdropper to decide whether
an image contains hidden message(s) or not. An effective data hiding scheme would be
the one where an image can sustain under steganographic attack that may prove inconclu-
sive. Statistical analysis is the practice of detecting hidden information through applying

statistical tests on stego image.

Stanley [56] suggests that another important property of data hiding is speed or time complexity
where information should be embedded as quickly as possible. However, it is not feasible that
any data hiding algorithm should sacrifice above mentioned criteria to embed information in a

timely manner.
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In recent years, the demand of efficient secured high capacity data communication through
data hiding is increasing. To accomplish good quality stego with high payload and robustness, is
a challenging problem to the researchers. After extracting the confidential message from stego
media, the demand of image reversibility without any distortion goes high. In this light, it is
necessary to investigate reversible data hiding approaches which enhance security and improve
embedding capacity. However, data hiding is a double-edged sword since terrorist and illegal
organizations may use it to undermine social stability, endanger public safety and engage in
criminal activities. Thus security analysis (steganalysis) plays an important role as counter pro-
cess of data hiding. Fridrich et al. [15] suggest that the power to discover secret information in
stego images is associated with the data length. This means that a short message hiding within
a big size carrier will result in a little amount of distortion and hence this is practically hard to
distinguish any hidden content within stego media. It is obvious that every data hiding scheme
may cause undesirable artifacts in the resulted stego image which is used as a tool to detect
and estimate the length of secret message through security analysis. The steganalysis falls into
two broad categories: specific or targeted and universal. Specific steganalysis can reveal the
secret message, but it is hard to know which data hiding methods were used to generate stego
images. While the latter, also called blind steganalysis, is more attractive in practical applica-
tion, because it can detect the secret message independent of the data hiding algorithms. Blind
security analysis is a critical task than targeted analysis because the analyst does not know how
secret message can be embedded. In this case, the analyst develop an algorithm for checking
marks of tampering found within the suspected media which contains secret messages. Fridrich
et al. [16] developed an authentic and exact method called Regular Singular (RS) analysis for

detecting the Least Significant Bit (LSB) embedding within the image.

In this thesis, some new innovative reversible data hiding techniques have been designed
using dual image and implemented. Design of any security scheme is not enough, but their
security guarantee is of paramount impermanence. If the detection of secret information within

a media is made by an eavesdropper then the data hiding scheme will fail.
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1.2 Literature Review

Brief review of some existing data hiding schemes have been described below:

1.2.1 Brief review of data hiding through Hamming code

Hamming [21] devised a sophisticated pattern of parity checking code that could correct single
error along with the detection of double errors. Crandall [12] first pointed out that embedding ef-
ficiency could be improved by coding methods and suggested the matrix coding. Westfeld [67]
introduced data hiding techniques through matrix encoding using Hamming code. Tseng et
al. [64] proposed data hiding scheme by taking into consideration the quality of image after
data hiding. It ensured that any bit that is modified in the host image is adjacent to another
bit which has a value equal to the former’s new value. Willems and Dijk [68] suggested that
the embedding code based on the ternary Hamming code and ternary Golay code is optimum
in a sense that they achieve the smallest possible distortion. Then Fridrich and Soukal [19]
presented a data hiding scheme using matrix embedding that is efficient for embedding mes-
sages. This scheme is based on random linear code of small dimension which provides good
embedding efficiency, where the relative payload is above 0.9 bits per pixel (bpp). A data hid-
ing scheme suggested by Zhang et al. [73], which improves the embedding efficiency of binary
covering function that employed the capacity more efficiently by extending the block of binary
cover code. This method performs equally with ternary code without binary-ternary conversion
of the message. Again Fridrich et al. [20] observed that the quality which determines the em-
bedding efficiency is not the covering radius but the average distance to code. For the linear
code, the highest embedding efficiency is not necessarily achieved using code with the smallest
covering radius. Chang et al. [9] proposed a data hiding method using (7, 4) Hamming code.
This scheme embeds a section of seven bits within a set of seven original image pixels at a
time. They achieve embedding payload9 (bpp) where average PSNR equals to 50 (dB).
Kim et al. [28] developed Data Hiding using Hamming Code (DHHC) to hide secret messages
within halftone image. Here, they used codeword to generate a syndrome value. Then using
Exclusive-OR operation they embed four bits secret data within the codeword of four bits. Ma
et al. [49] suggested an improvement of Kim et al.’'s scheme by altering pixel pair which reduces
data embedding capacity by half. Recently, a Dispersed Data Hiding scheme through Hamming

Code (DDHHC) has been designed by Lien et al. [41] using space filling curve decomposition.
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In this scheme, average PSNRIis31 (dB), when4, 096 bits are embedded. Using Hamming
code, Kim et al. gained good quality image and their modified PSNR (MPSNR) and payload are
48.20 (dB) and 0.86 (bpp) respectively. Lien et al. achieved 29.66 (dB) for embedding 65,536
bits. Recently, Cao et al. [4] developed high payload Hamming code based data hiding schemes
with embedding rate up to 3 (bpp) with PSNR 51 (dB). High payload steganographic scheme
also has been developed recently by Bai and Chang [2] for compressed images. Their payload

is 2 (bpp) but PSNR is below 30 (dB).

In data hiding schemes, achievement of reversibility and enhancement of security while main-
taining good visual quality through Hamming code is still an important issue. So far in the
literature, it is found that no such scheme exists, where reversibility has been achieved through
Hamming code. The use of shared secret key in data hiding through Hamming code is also
rarely available. In the present research, dual image based reversible data hiding schemes using

(7, 4) Hamming code has been proposed.

1.2.2 Brief review of data hiding through Pixel Value Difference (PVD),
Difference Expansion (DE) and Exploiting Modification Direction

(EMD)

A simple data hiding scheme is the Least Significant Bit - Replacement (LSB-R) has been
introduced by Turner [60]. The LSB-R scheme is unbalanced because even valued pixel will
never be decremented and odd valued pixel will never be incremented. This asymmetry is easily
detected by some detectors [16]. To overcome this problem, Sharp [53] proposed LSB matching
(LSB-M) scheme which does not replace LSB but randomly either increments or decrements
onein LSB of cover image when no match is found with secret data bit. Embedded message
within the scheme is also detected by the detector suggested by Ker [27]. To enhance the LSB-
M scheme, Mielikainen [50] proposed the LSB matching revisited (LSB-M-R) where payload
was same as LSB-M but changes are fewer, which guarantees good quality stegos. Zang and
Wang [72] claimed that the modification direction of Mielikainen’s scheme is not exploited
fully; that is why they developed a data hiding scheme by Exploiting Modification Direction
(EMD) which achieves maximum data hiding capacity through one bit per pixel (bpp).

8
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A novel data hiding scheme has been introduced by Wu and Tsai [69] using Pixel Value
Difference (PVD). The PVD scheme calculates the difference between two adjacent pixels of
cover image and the number of data bits are to be embedded depending on the absolute differ-
ence value and a predefined reference table. Data bits are embedded by modifying these two
pixel values. Zhang et al. [74] have shown that the scheme proposed by Wu and Tsai [69] is vul-
nerable to steganalysis based on histogram of pixel value difference. It can provide an estimate
of the embedded data length due to its abnormal behavior. They suggested a pseudo random
dithering approach which removes the undesirable steps existing in the PVD histogram of the
stego image which preserve invisibility of large embedding capacity. Wang et al. [66] followed
the idea of PVD and presented a data embedding method using PVD and modulus. It uses the
same technique that was used in Wu and Tsai [69] to decide the number of bits to be concealed
into a given pixel pair and then the remainder of these two pixels are calculated. Data is then
embedded by modifying the remainder values. Compared to Wu and Tsai’'s method, Modulus
Function -Pixel Value Difference (MF-PVD) reaches a higher payload with good image quality.

A loss-less data hiding scheme was designed by Lin and Hsueh [43] which embeds secret mes-
sage into a cover image using the two differences - between the first and second pixel as well as
between the second and third pixel in a three pixel block. The average payload and pure payload
capacities are 1.39 and 1.32 (bpp) respectively for PSNR greater than 30 (dB). Chang et al. [7]
proposed three PVD (TPVD) to provide large embedding capacity and reduce the distortion by
optimal approach of choosing the address point and adaption. They achieved smaller than 38
(dB) PSNR with 1.5 (bpp). PVD scheme developed by Wang et al. [66] had abnormal increase
and fluctuation of PVD histogram which may reveal the existence of a hidden message that
has been solved by Joo et al. [25]. They used some adjusting process which helps to remove
fluctuation around the border of sub-range and achieve high capacity with good imperceptibil-
ity. After embedding around 52,275 bytes data they achieve 48.9 (dB) PSNR. Their scheme is
also secure against various attacks like RS analysis, steganalysis for LSB matching and PVD
histogram based attack. In 2010, Luo et al. [47] proposed a new data hiding scheme based on
edge adaption which can take the embedding region corresponding to the length of secret data
and the difference between consecutive pixel in the cover image. But their PVD scheme was
not good for adaptive embedding. It may lead to possible attack by counting the difference of

adjacent pixels in both vertical and horizontal direction that can be exploited by Li et al. [40].



1.2 Literature Review Introduction

A new data hiding approach was designed by Yang et al. [70] in which two pairs of pixel in
a block are processed at the same time. The exploited edge area is more efficient to increase
embedding capacity but the quality has been slightly dropped. In 2012, Zaker and Hamzeh [71]
observed that the histogram of difference value of stego image under the TPVD is vulnerable to
a particular statistical analysis. So they introduced a new steganalytic measure@wath
Anomalieghat has a linear relationship with secret messages. This proposed steganalyzer can
classify with test image as stego or cover with 97% accuracy when they contain more than 10%
secret data. A histogram modification scheme for loss-less data hiding has been suggested by
Tsai et al. [63] that can calculate the difference between each processing pixel and its neighbor
and then use these differences to construct the histogram while the secret message is also being
embedded into the pixel located at the peak value based on a histogram shifting scheme in gray
scale image. The data capacity for one peak value of each histogram can achieve 44,168 bits
on average PSNR value around 50 (dB) but for two peak value data hiding capacity can achieve

61,885 bits on average PSNR values around 47 (dB).

Hong [23] presented a new strategy using the idea of PVD and a patched reference table
(PVD-PRT) to provide a better image quality and extendable embedding capacity. In addition,
Hong and Chen [24] developed a steganography method based on pixel pair matching (PPM).
This method utilized the values of pixel pairs as reference coordinates. To hide the message
bits, this method first search for a coordinate in the neighborhood set of this pixel pair based
on the message bits. Then, it replaces the pixel pair with the selected coordinate to embed the

message bits.

Chen [11] proposed the PVD based method to embed unequal amount of secret information
using pixel complexity. In this approach, secret information was embedded in an embedding
cell of size(2 x 2), which was composed of randomized embedding units to reduce the falling
of boundary program and eliminate sequential embedding. Each embedding cell has two em-
bedding units Pivot Embedding Unit (PEU) and Non Pivot Embedding Unit (NPEU). The dif-
ference value of the pair pixel in PEU is calculated to determine the complexity of the pair and

to determine the amounts of secret bits to be embedded. More bits will be embedded in the
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complex area and less in the smooth area. This scheme achieve 47.3 (dB) PSNR when embed-

ded with 54,384 bytes secret data.

Recently, reversible data hiding has attracted much attention to the researchers. Reversible
Data Hiding (RDH) is a technique to embed a piece of information into a cover media to gener-
ate the stego-media, from which the original cover media can be exactly recovered after extract-
ing the embedded messages. RDH, introduced by Barton [3] which compresses some alternate
overlapping bits and add bit stream first then embed them into data block. Fridrich et al. [17]
suggested a high capacity data hiding method that embed some message into a cluster of bits.
Tian [58] designed a data hiding scheme using difference expansion technique to hide the secret
message within a pair of pixel. Alattar [1] modified Tian’s method and used the distance differ-
ence between four pixels. Lee et al. [39] utilized the histogram of the difference of pixel values
to hide the secret data within cover media for improving the visual quality. Being reversible, the
original and the embedded data can be completely restored. A RDH using histogram shifting
has been proposed by Ni et al. [51]. After that Lin et al. [42] and Tsai et al. [61] suggested to
improve RDH scheme through multilevel histogram shifting. Thodi et al. [59] presented RDH

scheme that combine histogram shifting and difference expansion.

Chang et al. [5] offered dual image based data hiding technique using EMD method. They
first established a mod function of(856 x 256) magic matrix. Then convert the secret data
bits into numeral system of base-Two bits secret data are embedded within a pixel pair of
each image at a time. Lee et al. [35] introduced a loss-less data hiding technique that utilizes
centralized difference expansion to hide more secret data into smoother areas of cover image.
Later, Lee et al. [36] embedded secret message using the center point direction of pixels to
get the stego-pixels. To protect the deterioration of the image quality, Lou et al. [44] proposed
Reduced Difference Expansion (RDE) method. Lou’s scheme is not only reversible but also
meets low computational cost with high capacity data embedding scheme. Lee and Huang [34]
developed a dual-image based RDH method. In their scheme, the average embedding rate is
1.07 (bpp). Qin et al. [52] presented a dual image based data hiding scheme using EMD. A
LSB matching data hiding technique has been designed by Lu et al. [45]. The stego images are

obtained through the mod function. To achieve the reversibility in data hiding, the LSBs are
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checked via an averaging procedure then modification has been performed using a rule table.
Chang et al. [5] embedded secret message bits by the mod function to accomplish a higher data
hiding capability of1.00 (bpp), but the visual quality of image was substandard to the method
proposed by Lee et al. [39]. Zhang and Wang [73] suggested EMD method, whichtpkes

els as embedding bits, and embed digité2n + 1) base number system. Kieu and Chang [31]
presented a new extraction function by modifying the extraction function proposed by Zhang
and Wang's scheme. To solve the irreversibility of the EMD method in Zhang and Wang’s
scheme, they suggested a novel data hiding strategy based on EMD with reversibility by using
two steganographic images, which can achieve satisfactory performances of the data embedding
capacity and the quality. Shen and Huang [54] developed a data hiding scheme using PVD and
improved EMD but the scheme was not reversible. Qin et al. [52] presented only EMD as a
reversible data hiding scheme. In 2016, Lee et al. [37] developed an efficient reversible data
hiding with reduplicated exploiting modification direction using image interpolation. Kuo et

al. [32] presented a high capacity data hiding scheme using multi-bit encoding function. The

embedding capacity of Kuo et al.'s scheme is 4.5 (bpp) but the image quality is nearer to 30 (dB).

Thus, designing an innovative scheme is still an important issue which could maintain good
quality image and increase data embedding capacity through dual-image. In this thesis, some
data hiding schemes have been proposed based on PVD, DE and EMD using dual-image which

achieve good visual qualities and high embedding capacity.

1.2.3 Brief review of data hiding through Weighted Matrix

A. Westfeld [67] introduced F5 algorithm in which matrix based data embedding occurs using
binary Hamming code. They embéebits secret message by modifying one bi2bf- 1 least
significant bits in the host data. The embedding efficiency increases with the incréasadé

the payload decreases contrarily. In order to increase the embedding efficiency and payload si-
multaneously, an extended F5 algorithm was developed by Fan et al. [13]. They come up with
a brand new idea to realize this aim through addifigyer extension into previous technique

and modifying the form of original hash function. Jung and Yoo [26] suggested a new data
hiding method using image interpolation through Neighbor Mean Interpolation (NMI). Lee and

Huang [38] proposed improve image interpolation technique by Interpolating with Neighbor-
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ing Pixels (INP). After that, Tang et al. [57] designed high capacity RDH through multi-layer
embedding (CRS) with payload79 (bpp) and PSNR is nearer 83.85 (dB). In 2016, Tsai et

al. [62] proposed an adjustable interpolation-based data hiding scheme based on LSB substitu-
tion and histogram shifting. This is two-stage data hiding scheme based on interpolation, LSB

substitution, and histogram shifting.

A good data embedding method using a key maffiand a weighted matriXl’ has been
proposed by Tseng et al. [64] for binary image, that can concealed only two bitSixx &)
pixel block. A better data hiding scheme through weighted matrix has been presented by Fan
et al. [14] for gray scale image that can concealed only four secret data bits within &)
block. Both these matrix based data hiding schemes one can perform only one modular sum of
entry-wise-multiplication with weighted matri¥” and a(3 x 3) pixel block. Achieving high
capacity with reversibility in data hiding through weighted matrix while maintaining good vi-
sual quality is still an important research issue. RDH becomes a very important and challenging
task in hidden data communication especially in medical and military applications for owner-

ship identification, authentication and copy right protection.
In the literature, no researcher has considered reversibility with high embedding capacity

using weighted matrix. In this thesis, some new weighted matrix based data hiding schemes

have been formulated and solved using dual image and image interpolation.
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1.3 Problem Domain

Data hiding is the technique of secured concealed communication which carry private data via
some multimedia object so that the representation of private message will not draw any atten-
tion from the eavesdroppers while they are being moved through an open public channel. There
is a high risk of disclosing while they are being transferred through unsecured public channel.
Therefore achieving safe secure communication is one of the important objectives of current
research. The story of prisoner’s problem was presented by Simmons in 1983 [55] in which the

merits and capabilities were explained when the public channel is unsecured.

If the probability of modification within the cover image is less, the security of the data hid-
ing method may increase. A possible way to enhance data hiding security is to increase the
embedding efficiencyqumber of embedding bits per one embedding chiaMdatrix encoding
is one of the popular technique of data hiding which can be used to increase the embedding
efficiency. The concept was first proposed by Crandall [12] and implemented by Westfeld [67].
The basic idea is to divide coefficients into groups and use Hamming error correcting codes to
limit the changes in each group. A(n, k) code can be used to embkdbits inton coefficients
by making changes at mogtcoefficients. The data hiding through Hamming code recently
proposed by Chang et al. [9], Kim et al. [28], Ma et al. [49], Kim and Yang [30] and Lien et
al. [41]. Chang et al. [9] presented data hiding scheme on (7,4) Hamming code which is not
reversible scheme and its visual quality is nearer to 50 (dB). Kim et al. [28] used halftone image
to hide secret data using Hamming code where payload and the visual quality is limited. Ma et
al. [49] and Lien et al. [41] also used halftone image for data hiding where visual quality is poor.
Kim and Yang'’s [30] data hiding scheme is not reversible. All these developed schemes do not
consider any shared secret key to enhance the security. They do not consider reversibility in

their developed schemes which is one of the important issues in current research on data hiding.

In Wu and Tsai’s [69] PVD based data hiding scheme, the quality as well as the capacity is
limited and the scheme is not reversible. The data hiding capacity of Wang et al.'s [66] scheme
is same as Wu and Tsai's scheme although the quality is a bit improved due to modulus function
but the scheme does not achieve reversibility. Joo and Lee [25] proposed data hiding scheme

to enhance the security by preventing abnormal increase of histogram values by a novel adjust-
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ing process but the scheme can not recover original image successfully. Chen [11] proposed
data embedding technique by pixel pair matching (PPM) to embed more information and to
improve image quality but the scheme is also not reversible. All these schemes do not consider
any shared secret key to enhance the security in data hiding. Data hiding using DE and EMD
method is also paid more attention in the current research. Lu et al. [45] developed dual image
based data hiding scheme with payload only one (bpp) but no shared secret key has been con-
sidered to enhance the security. Qin et al. [52] design a hybrid reversible data hiding scheme
by combining PVD, DE and EMD with payload 1.16 (bpp) but did not considered any shared
secret key in their approach. Data hiding in a special domain is not as much secure as other do-
mains because data hiding is carried out in LSB. So, use of shared secret key is very important
issue in data hiding for authentication, copyright control and privacy protection. It is possible

to enhance security without compromising quality and embedding capacity.

Some reversible data hiding schemes have been proposed by Chang et al. [5], [10], using
dual image but their embedding capacity falls short to the demand for today’s digital world.
The data hiding capacity is nearer to one (bpp). So there is a scope to improve the embedding
capacity in dual image based data hiding schemes. Lee et al. [36], [34] also developed dual
image based data hiding scheme with poor data hiding capacity. In the literature, none have
attempted to achieve reversibility through PVD based data hiding scheme. To achieve a good
quality image with low modification, in low cost is a challenge in designing a new reversible

data hiding scheme using dual image.

In PVD, DE and EMD based data hiding schemes, overflow and underflow may occur fre-
guently during data embedding. This may effect to measure the performance of data hiding.
This is also a challenging job to design a new RDH scheme to control overflow and underflow

situation without disturbing quality, security and capacity.

Tseng et al. [64] suggested a secure scheme that uses binary image as cover media and can
conceal only two bits secret data within@x 3) pixel block. After that Fan et al. [13] pro-
posed an improved efficient data hiding scheme which can hide only four bits secret data within

a (3 x 3) pixel block. To increase the data hiding capacity Jung and Yoo [26] first advised
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data hiding scheme using image interpolation then Lee and Huang [38] proposed more eminent
data hiding scheme through image interpolation using multi-layer embedding. Tang et al. [57]
observed that the average payload 1.79 (bpp) with PSNR 33.85 (dB) when using image inter-
polation with multi-layered data hiding scheme. In the literature, a single weighted matrix has
been used for data embedding in Tseng et al. [64] and Fan et al.’s [13] scheme. There is an
opportunity to enhance security through modification of weighted matrix for every new block

using shared secret key.

In Tseng et al. [64] and Fan et al.'s [13] scheme only one entry-wise-multiplication has been
performed to embed only few bits secret data in a single block. So, there is a possibility to
improve data hiding capacity by performing repeated entry-wise-multiplication operation using
image interpolation and dual image through weighted matrix. In this literature, no researcher
has exploited reversibility in data hiding through weighted matrix. Dual image provides security
in a data hiding scheme because without simultaneous dual image, it is hard for eavesdroppers

to retrieve secret data from stego images. This is a special case of secret sharing.
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1.4 Motivations and Objectives of the Thesis

The main objective of this thesis is to design some new secured high capacity reversible data

hiding schemes. Now, the key issues on the data hiding schemes are embedding capacity, the

perceived quality, reversibility and security.

()

(ii)

So far, the data hiding through Hamming code, PVD and Weighted matrix which are not
reversible, has a limited embedding capacity. Therefore, the motivation is to increase data

hiding capacity and achieve reversibility using said techniques.

In the literature, it is seen that to send the secret message to the receiver, it is necessary
to send the length of secret data through Hamming code based data hiding schemes. This
has motivated us to develop some new schemes in which the length of secret message is

not required.

(i) So far, few data hiding techniques have been developed using dual image and image

interpolation techniques which have a limited data embedding capacity with moderate
magnitude of visual quality. From studying such types of techniques, we are motivated to
investigate data hiding schemes using dual image and image interpolation in such a way

that its capacity and quality have been improved.

(iv) There are many research works in which secret message has been communicated inno-

(v)

cently through steganography without having any shared secret key. But, in real world it
is seen that these techniques are less secure. This forces us to develop some innovative

data hiding schemes to enhance the security of message using shared secret keys.

In existing literature related with weighted matrix based data hiding schemes, it is ob-
served that there is a limitation of data hiding capacity which is less. Again it is also
seen that existing methods are not reversible. But, in present day there are many appli-
cation areas in which reversibility is very essential. So noticing this, we are motivated to

formulate some schemes through which these two drawbacks can be overcome.
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The objectives of this thesis have been described elaborately as follows:

(i)

(ii)

(iii)

(iv)

Designing some high payload data hiding schemes:

In the literature, there are some techniques using Hamming code, PVD and Weighted ma-
trix which have certain data hiding capacity, but from our experience in applications of
data hiding schemes in some real life problems, it is seen that it is not sufficient for data
hiding capacity. So, for this purpose, the objective of this thesis is to design some tech-
nigues to increase the payload using Hamming code, PVD and Weighted matrix which

are discussed in Chapters 3, 4, and 5 respectively.

Use of shared secret key in data hiding schemes:

From the literature survey on data hiding schemes, it is seen that till now there exists
some security loop hole for sending message from sender to receiver. So, our objective
is to develop some schemes using a shared secret key in such a way that data hiding
schemes will be more strengthened than previous ones. For this purpose in Chapters 3, 4
and 5, some schemes have been developed using Hamming code, PVD-DE, PVD-EMD,

TPVD-DE and Weighted matrix incorporating shared secret keys in sequel.

Introducing reversibility in data hiding:

Though there exists many research work on data hiding schemes, till now no one has
developed a scheme using Hamming code, PVD or Weighted matrix to achieve the re-
versibility. So, here, our objective is to develop some algorithms to achieve the reversibil-

ity through Hamming code, PVD and Weighted matrix to developed data hiding schemes

which is explained in Chapters 3, 4 and 5 respectively.

Conservation of perceptibility
We know that in steganography, perceptibility is the main requirement in any data hiding
algorithm. So, the first and foremost objective is to maintain perceptibility in all our

proposed schemes.
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1.5 Organization of the Thesis

In this thesis, some new reversible data hiding techniques are designed and solved. The thesis

is divided into seven chapters.

Chapter 1

(Introduction)
This chapter contains an introduction giving an overview of the development on data hiding
schemes. Brief review of data hiding, Problem domain, Motivations, Objectives and Organiza-

tion of the thesis are included in this section.

Chapter 2
(Data Hiding Methodologies)
In this chapter, data hiding methodologies have been described that are used to solve different
types of data hiding problems. In the development of the data hiding schemes in this thesis,

following data hiding methods have been used.
() Hamming Code
(i) Pixel Value Difference (PVD)
(i) Difference Expansion (DE)
(iv) Exploiting Modification Direction (EMD)
(v) Weighted Matrix based Data Hiding
(vi) Image Interpolation
(vii) Dual Image based Data Hiding Methods

We have then discussed Steganalysis and Steganographic Attacks.
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Chapter 3

(Reversible Data Hiding using Hamming Code)

3.1: Partial Reversible Data Hiding using (7,4) Hamming Code (PRDHHC)

Secure data communication through Hamming code based data hiding without knowing the
length of secret message is a challenging problem. A data hiding scheme using Hamming code
with shared secret position is developed and solved. In this method, the original cover image
is partitioned into(7 x 7) pixel block then collect LSB of each pixel. Now, adjust redundant

bits using odd parity. The bit at the shared secret position is complemented and secret data bit
is embedded through error creation. For the next row, the shared secret position is updated by
the data embedding position of the previous row. The process is repeated to embed all secret
message bits within cover image. If a row contains all 1s or 0s, then secret data bit is embedded
at the first position. At the receiver end, bit at the shared secret position is complemented first
and then secret data bit is retrieved by applying Hamming error correcting code. The extraction
process will be continued until error is found at the secret position. In this scheme, Hamming
adjusted cover image is recovered by complement bits at both the secret position and data em-
bedding position but original cover image could not be recovered. It is observed that PSNR
of PRDHHC scheme is nearer 58 (dB) which is more than other existing schemes but the

payload is only0.142 (bpp). This is not reversible scheme.

3.2: Dual Image based Reversible Data Hiding using Hamming Code (DRD-
HHC)

To overcome the irreversibility of previous approach, dual image has been proposed. In this
scheme, two copies of LSBs are collected and redundant bits at positions 1, 2 and 4 of first copy
are adjusted by odd parity using bit positions 3, 5, 6 and 7; and the redundant bit at positions 3,
5, 6, and 7 of second copy are adjusted by odd parity using bits at positions 1, 2 and 4. After
successfully embedding the secret data bits using previous technique, two stego pixel blocks
are distributed between dual stego images depending on shared secret key. The secret data bits
are successfully recovered at the receiver end from dual images by the help of shared secret

position and Hamming error correcting code. After extracting the secret message from dual
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stego images, bits frors, 5, 6 and7 positions from first stego image and bits frdm2 and

4 positions of second one are combined and rearranged to recover original cover image. The
average PSNR of this proposed RDH scheme is greatebth@B) and the maximum payload

is 0.142 (bpp).

3.3: Enhanced Partial Reversible Data Hiding using Hamming Code (EPRD-
HHC)

Data embedding concept of PRDHHC is used in three LSB layers (LSB, LSB+1 and LSB+2) of
cover image to enhance the payload. In this approach, PSNR is neaefdB) and payload
is 0.426 (bpp). The main drawback of this approach is that, it can not recover original cover

image successfully after extraction the secret data.

3.4: Enhanced Dual Image based Reversible Data Hiding using Hamming
Code (EDRDHHC)

To achieve reversibility, the techniques of DRDHHC and EPRDHHC have been combined to
embed secret data. Dual image concept has been taken from DRDHHC and three LSB layers
(LSB, LSB+1, LSB+2) concept has been taken from EPRDHHC. This is an RDH scheme in
which the average PSNR is greater ti3&r(dB) and the payload i8.426 (bpp).

All the experimental results are presented graphically and numerically. The results are com-
pared with existing schemes. The results of different steganalysis (RS analysis, Statistical anal-
ysis) and steganographic attacks (Histogram attack and Brute force attack) are presented. There
is a scope to improve the data hiding capacity while maintaining good visual quality through

other data hiding approaches discussed in next chapter.

Key features of the schemes in Chapter 3:

(i) Achieving reversibility with good visual quality is the main key feature of these proposed

Hamming code based data hiding schemes.

(i) Any arbitrary length of secret message can be communicated through these data hiding
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schemes.

(iif) Shared secret position has been used to enhance security. It has been updated for new
block usingk; 1 = (k; X w) mod 7+ 1, wherei=1, 2, 3,..., Ng. Np represents the

number of blockg, is the shared secret position ands the data embedding position.

(iv) In the dual image based schemes, both shared secret posjtemd shared secret key
¢ have been used. The stego image blocks are distributed between dual stego images

depending on the bit pattern of secret key

Chapter 4
(Reversible Data Hiding using PVD, DE and EMD)
4.1: Dual Image based RDH using PVD with DE (PVDDE)

To enhance the embedding capacity while preserving good visual quality, a dual-image based
RDH scheme using PVD with DE (PVDDE) has been proposed. Here, a secret message is parti-
tioned inton. bits, wherg(n — 1) bits are embedded using PVD and one bit is embedded through
DE and generate two sets of pixel pair. These two sets of pixel pair are distributed within dual
images depending on the bit pattern of a shared secret key. At the receiver end, extraction of the
hidden message is performed through either PVD or DE that also depends on the same secret
key. Here, overflow and underflow situation has been controlled which may occurs at the data

embedding stage. The payload i85 (bpp) and PSNR is greater than (dB) in this approach.
4.2: Dual Image based RDH using PVD with EMD (PVDEMD)

To increase the payload, another dual-image based RDH scheme using PVD with EMD has been
proposed. First, enlarge the original image using image interpolation technique then embed
secret data bits within pixel pair using PVD. Here, four data bits are embedded through PVD

method and two data bits are embedded using EMD method. After embedding two sets of stego
pixel pairs have been generated. After that stego pixel pairs are distributed between dual image
based on the bit pattern of a shared secret key. At the receiver end, the stego pixel pairs are
distinguished using secret key. Then corresponding PVD or EMD methods are used to extract
hidden message and recover original image. In this approach, the PSNR is 40.43 (dB) and

payload is 1.75 (bpp).

22



Introduction 1.5 Organization of the Thesis

4.3: Dual Image based RDH using Three PVD (TPVD) with DE (TPVDDE)

Further, RDH method using Three Pixel Value Difference (TPVD) with DE (TPVDDE) has
been proposed. The embedding capacity of this method is 2.15 bpp which is higher than other
existing schemes but the PSNR is less than 30 (dB).

All the experimental results are numerically and graphically illustrated. The results of these
new three different approaches are compared with existing schemes. The effect of different
steganalysis (RS analysis, Relative entropy and Statistical analysis) and steganographic attacks

( Histogram attack Brute force attack) are demonstrated.

Key features of the schemes in Chapter 4:

(i) Data embedding using PVD method was not reversible. Reversibility has been achieved

through proposed data hiding schemes using PVD, DE and EMD methods.

(i) Data embedding capacity has been increased in PVD based data hiding methods using

dual image and image interpolation.

(i) Shared secret key has been used to distribute stego pixel pairs among dual images to

enhance security.

(iv) Overflow and underflow situations have been controlled which may appears during data

embedding.

Chapter 5
(Reversible Data Hiding using Weighted Matrix)
5.1: Dual Image based RDH using Weighted Matrix (DRDHWM)

Weighted matrix based RDH using dual image has been introduced. First, partition the cover
image into(3 x 3) pixel block. Then perform modular sum of entry-wise-multiplication between
image block and a predefined weighted matrix. After that calculate the difference between value
of modular sum and selected data unit. To embed these secret data, increase or decrease the pixel

value that depend on the sign of the calculated difference value. The pixel has been selected
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depending on the position of the element of weighted matrix. Now, store the difference value
within stego pixel by adding with original pixel value. The process is repeated nine times to
embed thirty six bits secret data within the selected block. For eachitiextilock ¢ = 1, 2,

...), update weighted matrid/;,; asW,.; = (W; x Kk — 1) mod 9, wheregced (k, 9) = 1

and« is shared secret key. Finally, the original and stego pixels are distributed between dual
images depending on the bit pattern of a shared secret key. At the receiver end, secret message
has been extracted successfully using predefined weighted matrix and the shared secret key.
The original image has been recovered without any distortion from dual stego images because
the original pixels are kept unaltered within stego images during data embedding which ensure

reversibility. In this scheme, payloadi®8 (bpp) and PSNR is greater thas (dB).

5.2: Interpolated Image based RDH using Weighted Matrix (IRDHWM)

To increase the payload, a high capacity secure RDH scheme has been proposed. First, enlarge
the size of original image into double through image interpolation. Then partition the original
image into(3 x 3) pixel block and interpolated image intd x 5) pixel block. Perform modular

sum of entry-wise-multiplication of image block with predefined weighted matrix. Calculate the
difference value between modular sum of entry-wise-multiplication and selected data unit. In
each operation, the data embedding position is identified and stored at three least significant bits
of the interleaved pixel of interpolated image. Embed secret data by increasing or decreasing
the original pixel value by one. Twelve multiplication operations have been performed to em-
bed forty-eight bits secret data withir(@x 5) pixel block of interpolated image. For next each

i-th block, ¢ = 1, 2,...), update weighted matri¥/;,; asW;.; = (W; x Kk —1) mod 9,
whereged (k,9) = 1 andk is shared secret key. The data hiding capacity of this approach is
2.96 (bpp) and PSNR is 37.37 (dB).

5.3: Interpolated Dual Image based Reversible Data Hiding using Weighted
Matrix (IDRDHWM)

Finally, a very high capacity RDH scheme has been proposed through weighted matrix using

interpolated dual image. The data embedding procedure has been done in two stages. In the first
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stage, embed thirty six bits secret data within a block of dual image through repeated embed-
ding process of nine times using weighted matrix. In the next stage, repeat embedding process
twenty four times to embed ninety six bits secret data within each block of interpolated dual
image. After hiding one hundred and thirty-two bits secret data within one block of dual image
update the weighted matrix. Feith block ¢ = 1,2, ...), the weighted matriXV;,,; can be
updated asV;.; = (W; x k —1) mod 9, whereged (x,9) = 1 andx is a shared secret key.

In the extraction process, the positional values are extracted from interpolated dual stego im-
ages and the secret data is recovered by performing modular sum of entry-wise-multiplication
between weighted matrix and original pixel block. Again rearrange the pixel using shared secret
key from dual image and perform the same extraction operation thirty-three times and extract
one hundred thirty-two bits secret data from a pixel block. The scheme provides average em-
bedding payload.46 (bpp) with PSNR greater tha® (dB).

All the experimental results of the proposed methods are numerically and graphically illus-
trated. The results of these different approaches are compared with existing methods. Ste-
ganalysis and steganographic attacks on stego images are performed which are also illustrated

numerically.

Key features of the schemes in Chapter 5:

(i) Achieve high payload with good visual quality in weighted matrix based data hiding

schemes.
(i) Achieve reversibility in weighted matrix based data hiding schemes.

(iii) Update weighted matridV;,; = (W; x k — 1) mod 9, whereged (k,9) = 1 andi =
1,2,3, ..., Ng, Np represents the number of blocks in the cover image for each new block

to enhance security.

Chapter 6
(Analysis and Discussions)
In this chapter, proposed data hiding schemes are analyzed. The comparisons of suggested

schemes with respect to data embedding capacity and visual quality are presented here. The
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results of steganalysis and various steganographic attacks are presented.

Chapter 7
(Conclusion and Future Research Work)

At the end, some limitations and the scope of future research works have been discussed.
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Data Hiding Methodologies 2.1 Introduction

2.1 Introduction

Data hiding is the technique to communication secret information innocently by embedding
these within a cover media. It is an important issue in the field of multimedia security. Many
data hiding schemes have been developed in last few decades by the researchers. The aim of
this research work is to improve data hiding capacity while maintaining good visual quality
and enhance security. In this section, we have discussed different data hiding approaches using
Hamming code, Pixel Value Difference (PVD), Difference Expansion (DE), Exploiting Modi-
fication Direction (EMD), Weighted Matrix (WM), Image Interpolation and Dual Image which
have been used in this research work. We then compared different existing schemes in terms
of data hiding capacity and visual quality of stego images. Finally, different approaches of

steganalysis and steganographic attacks are explained.

2.2 Hamming code

Richard Hamming [21] formulated a sophisticated pattern of parity checking code called Ham-
ming code. It is linear code for error correction that can be used to detect and correct single
bit error. The length of linear code with k& dimension are represented[ask| codes. Ifc is

a|n, k| linear code, the dual to it is termed psn — k] linear code. IfH is a checker matrix

for ¢ then the matrixd will be (n — k) x k and the row of which are orthogonal toand
{z|H2" = 0} = cand

(my,ma,...,my)" = H(LSB(x1), (LSB(x3), ..., LSB(x,))" (2.1)

Any secret message bfits, say(my, ms, ..., my) can be embedded in the LSBwopixel, say
(1,9, ..., x,) by at mostG' changes. Herd} is the largest number of possible changes and
G, is the average number of changes. The embedding efficiency can be measukgd:by

and embedding rate will b /n). The position of erroneous bits must be determined to correct
the error. Fom-bit codelog,(n) bits are required. The Table 2.1 shows the parity check for the
matrix of (7,4) Hamming code.

The Hamming code is used by odd parity to allow the identification of a single bit error shown

in Table 2.2. Creation of the codeword as follows:
() Parity bit positions are marked which are power of two sucklag!, 22, .. ..
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Data Hiding Methodologies

Table 2.1: Parity check matrix f@i7, 4) Hamming code

H =

1010101
0110011
0001111

(#2) All remaining positions are allowed to embed secret data bits sughsas, . ..

(17i) The sequence of bits for every parity or redundant bits are computed as follows:

Redundant bit: One bit position is checked and skipped alternatively which are

(1,3,5,7,9,11,...)

Redundant bit-,: Two bit positions are checked and skipped alternatively which are

(2,3,6,7,10,11,...)

Redundant bit-y: Four bit positions are checked and skipped alternatively which are

(4,5,6,7,...)

Redundant bitg: Eight bit positions are checked and skipped alternatively which are

(8 — 15,24 — 31,40 — 47,...)

(1v) Adjust parity bit through odd parity.

More detail are found in the book “The theory of error correcting codes” by F. J. MacWilliams,

N. J. A. Sloane [48]. Recently data hiding through Hamming code has become a very interesting

Table 2.2: Redundant bits adjustment using odd parity for error detection and correction

Highlighted bits with power of 2 01| 02| 03|04 | 05|06 | 07 (08| 09| 10| 11
Insert data 1/1 {12 |12 |0 |0 |0 |0 |0 |0 |1
Highlight the check bit l1/1/11|1 010 |0 |0 |0 |0 |1
Odd parity of2° 1 1 0 0 0 1
Odd parity of2! 101 0|0 0 |1
Odd parity of2? 1/0 1|0 |0

Odd parity of23 0|0 |0 |1

field in current research which is used in security and online application. Data can be embedded

within image which contains ownership identification, authentication and copy right protection.
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In this section, Kim et al.’s [28] data hiding scheme has been discussed first and then Lien et

al’s [41] data hiding scheme is explained using Hamming code for halftone image.

2.2.1 Kim et al.'s scheme

Kim et al. [28] proposed Data Hiding using Hamming Code (DHHC) which employgdi 1)
Hamming code to hide secret data into a halftone image. The cover image is divided into
(4 x 4) block. Fifteen bits codeword is used for a block and syndrofqgié calculated from
codeword using; = H x (c)!, whereH is the parity checker matrix ands a 7-bits sequence
binary number known as codeword. The non-zero syndrome value denotes the bit error position.
The flipping bit of the position value in a codeword will be the correct bits within codeword.
Then four bits secret message EXclusive-OR-ed with the codeword. The halftone image of size
(n x n) which compose: pixels is divided into continuous blocks of sizé x 4). They used

code lengttm = 2"~! and the number of bits that is encoded in each codewdtd=is(n — ),

wherer is a non-negative integer. They considered minimum Hamming distarca so that

one error can be corrected and two errors can be detected. For example, let messdge,

code worde = 1101001. Then calculate the syndromié x ¢* =(000). To hide the secret
message, an Exclusive- QR) is computed and we get = H x ¢* & m. If w is zero, then no

need to complement, otherwise, find th& column ofc and complement the!" pixel bit. In

DHHC, the MPSNR (Modified Peak Signal to Noise Ratio) of lena imag .83 (dB) when

16, 384 bits are embedded and.71 (dB) when embedded with 096 bits.

2.2.2 Lienetal.'s scheme

Lien et al. [41] suggested Dispersed Data Hiding using Hamming Code (DDHHC) in which an
image is divided into sixteen sub images and then using space filling curve, they put the index
of each sub images. Those pixels correspond to the same index in each sub images gathered
as a block of sixteen pixels. To embétx m) bits of secret messages, they randomly select

m blocks from the image and then these blocks are sorted by the index number. Aftér that
bits secret messages are embedded withibits codeword randomly. To read embedded data,
stego image is partitioned into blocks using space filling curve partition. Then secret data is
extracted froml5 bits codeword of each block. In DDHHC, the MPSNRLis(dB) after em-

bedding4, 096 bits secret data within cover image.
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The main drawback of these Hamming code based data hiding schemes are irreversibility and
these techniques are designed for halftone image only. There is scope to develop Hamming code
based reversible data hiding schemes for gray scale images using secret key which enhances

security.

2.3 Pixel Value Difference (PVD)

Pixel Value Difference (PVD) is a data hiding method where difference of two consecutive pix-
els have been taken to embed confidential information. If the difference is high it means pixels
belong to the edge area of the image, where large quantity of data bits are possible to embed.
If the difference of two adjacent pixels is small that means the pixel pair belongs to the smooth
area of the image where less amount of secret data bits are possible to embed. In PVD method, a
specific range tabléR) has been used to calculate the quantity of data bits which are possible to
embed within pixel pair. The sub-range of the range table is always power of 2. The difference
value is mapped into th&8. The number of secret message bits are to be embedded depending

on the sub-range aoR.

PVD based data hiding method is introduced by Wu and Tsai (2003) [69]. Then few PVD
based data hiding schemes are developed by the researchers. Some of them are discussed here.
Wang et al. (2008) [66], Joo et al. (2010) [25] and Chen’s (2014) [11] PVD based data hiding

schemes are described below.

2.3.1 Wu and Tsali's scheme

Wu and Tsai [69] introduced a novel data embedding method called PVD, where the difference
of two adjacent pixels in the cover image is used for data hiding. The quantity of data bits to
be concealed within the pair of pixels are determined by their absolute difference and a pre-
defined range tableR) shown in Fig. 2.1. Consider a cover image(M x N) and divide it

into non overlapping block®;, {B;|i = 1,2,..., (M x N/2)|} in raster scan order, where

each block contains two consecutive pixels. Consider the consecutive pixetpair,() and
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X' Xipy'

\/

Updated pixel pair

Pixel Pair

d

=|77-60] : Te M=21-17=4
e o\ c-pref2 F-l/d-2

X,'260-2:58 X'z 77+2:79

w= 23-8+1=16 L1755
t=log,(16)=4 bits

Secret message 1101 1110

Figure 2.1: Wu and Tsai's PVD scheme with example
the differencel; is calculated using two pixels; andz;,, as

di = |7 — 2441 (2.2)

The absolute differencé;| belongs to the range between 0 to 255. If the differdrges close

to O it means pixels are taken from smooth area of the image and if it is close to 255 it means
pixels are taken from the edge area of the image. In this approach, a rang® taasebeen
proposed with: contiguous sub-rang&,,,, {R,,|/m = 1,2,...,n}. Each sub-rang&,, has a

lower and a upper bound, namélyandub respectively. SoR,, € [lb,ub]. The widthwb of

each sub-rang®,, is obtained by
wb=ub—1b+1 (2.3)

The number of confidential message hitsare to be concealed that will be determined by the

sub-range of?, where the differencgl;| is mapped. Now calculatg) as

t = [logy(wb)] (2.4)

Then select bits from secret messade and convert it into decimal value To embedv unit

secret data, compute new differeridg using
d,=v+1b (2.5)

Again calculatel; = d; — d;, then modify the pixel values; andz;,, to getz; andz;, , using

following equation.

x; + lrd;//Q—‘ , Tig1 — Ld:/ZJ, if Ti 2 Tig andd; > d;

roo Xi — Ld;l/2j y L1 + lyd;//2-‘, |f x; < Tit+1 andd; > dz
(@, 2541) = . , _ / (2.6)

vy — [d; /2], zip1 + [d; /2], i 2y > 20 @andd; < d;

[ T + [d;//2—‘>$i+l - Ld;//QJ, if vy < i andd; <d,,
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2.3 Pixel Value Difference (PVD) Data Hiding Methodologies

Finally the stego imag# is generated using modified pixe}fs,and:c;ﬂ.

The extraction process of Wu and Tsai's data hiding scheme is described here. First select
two consecutive pixels from stego imagein raster scan order. Then calculate differedge
whered, = |z; — z;,1|. To extract secret datg subtractb from d, that isv = d; — Ib, wherelb
is the lower bound of the sub-range of the range talbe Then convert into binary form and

get the hidden information.

The visual quality of the stego image of this approach is evaluated by Peak Signal to Noise
Ration (PSNR) which is 40.3 (dB) after embedding 52,204 bytes within cover image. The major
drawback of Wu and Tsai’'s scheme is that they could not suggest any solution to overcome the
overflow and underflow problem if and when they occur. They simply leave those blocks where
z; andz;,, fall in the boundary of the range [0, 255]. In this situation, the pixel valjie
andyc;+1 are remain same as the original pixel value. To solve this problem, Wang et al. [66]
suggested a new data hiding method using PVD which is better than Wu and Tsai’'s scheme
with respect to image quality with same payload and to overcoming the underflow and overflow

situations.

2.3.2 Wang et al.’'s scheme

Wang et al. [66] compute the remainder of two consecutive pixels instead of their difference

using the modulus function. The data hiding procedure of Wang et al. [66] is described below:

Input: Coverimage” (M x N), Range table?, Secret datd
Output: Stego images

Step 1: The number of bit§¢) which are to be embedded within cover image are calculated

according to Wu and Tsai's scheme.
Step 2: Calculate the remaindés,.,, (i) of each blockB; using the following equation
Brem (i) = (25 + 2i41) mod 2 (2.7)
Step 3: Calculated’ andd; using the following equation

d = |Byom(i) — 0|

/ (2.8)
dy = (2" — [Brem(i) — v])
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Wherev is the decimal value of bits secret data. After embedding secret data the new
pixelsz; andz;, , can be obtained as follows:

rule 1: (z;, ;) = (1 — [d /2], 201 — [d /2]

if B,em(i) >vandd < (2%)/2andz; > x4,

rule 2: (z;, 7, 1) = (v; — |d /2], 211 — [d /2]

if Brep(i) >vandd < (2)/2 andz; < x4,

rule 3: (v, 2;,,) = (i + [d/2], 201 + [dy/2]

if B,em(i) >vandd > (2")/2 andz; > ;44

rule 4: (w;, ;1) = (2 + [dy/2], i1 + [dy /2]

if Brem(i) > vandd > (24)/2 andz; < 244,

rule 5: (z;, 2, 1) = (z; + |d /2], 201 + [d /2]

if Brem(i) <vandd < (24)/2andz; > x4,

e 6: (), 2),) = (i + [d /2], 201 + |d /2]

if B,em(i) <vandd < (2%)/2andz; < x4,

rule 7: (z;, 7, 1) = (z; + [dy /2], 21 + |d /2]

if By (i) <wvandd > (2)/2 andz; > 44

rule 8: (u;, ;4,) = (2 — [d,/2], 241 — [d, /2]

if Brem(i) <vandd > (2%)/2 andz; < x4,

After completion ofStep 3if the pixel valuesr, and:z:;+1 exceed the gray scale range [0,

255] then gotdstep 4 otherwise gotdstep 5

Step 4: To over come the overflow and underflow situation the modified pixendz;, , will

be calculated as follows

( i+ (20/2), 2, +(27/2)), i a2 <Oorag, <0
(z; — (2t)2), ;4 — (21/2)), if z; > 255 0ra;,; > 255
(27, w40) = S (0,2 + a,), if 2, < 0andz},, >0 (2.9)
(255, z; + (2,1 + 255)), if z; > 255 andz;,; > 0
| (2 + (27,1 — 255),255), if 2; > 0andx; ; > 255

Step 5: Select the next block for data embedding.
Step 6: RepeatStep 2to Step 5until all data is embedded.
Step 7: End.
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2.3 Pixel Value Difference (PVD) Data Hiding Methodologies

The extraction procedure of Wang et al.'s scheme is described below:

Input: Stego images (M x N), Range tablev.
Output: Secret datad.

Step 1: Take two pixels and perfornmg;, wb andt using equation (2.2), (2.3) and (2.4) respec-

tively.
Step 2: Calculate the remaindés,.,, (i) of each blockB; using the following equation
Brem(i) = (v; + 2,,,) mod 2* (2.10)

then converts, .., () into its binary form oft bits. Concatenate the secret data bits to get

secret datd).
Step 3: Select the next block for data extraction and gétep 1
Step 4: ContinueStep 1to Step 3to extract entire secret data.

Step 5: End.

Example 2.3.1 Consider two pixels; = 50 andz;; = 56 and the secret message = 100.
First calculate the differencé = |50 — 56| = 6. Hered belongs to sub-rang@, 7] of the range
table R. Then compute = (7—0+1) = 8. The number of bits = |log(8) | = 3, that is3 bits
data is embedded within this pair. Extragbits data fromD that is100 and its decimal value
v = 4. Next calculateB, ., (i) = (50 + 56) mod 2% = 2. Therefored = |2 — 4| = 2 andd, =
(8 — |2 —4]) = 6. According torule 6 of Step 3 the new pixel values; = (50 + [2/2]) = 51
andxz, ; = (56 + |2/2]) = 57.

At the time of data extraction, first calculate the differemce= |51 — 57| = 6. Hered
falls to sub rang€0, 7] of the range table?. Then computev = (7 — 0+ 1) = 8. The
number of bits = [log(8)| = 3, that is3 bits are extracted from this pair. Next calculate
Byem(i) = (51 4+ 57) mod 22 = 4. Then conver,.,, (i) into binary form that isl00. So, the

secret messagl is 100. |

After embedding 52,275 bytes of secret data through Wang et al.'s scheme, PSNR is 42.6
(dB). Although, Wang et al.'s method generates better quality of stego image, but using the
histogram analysis one can easily detect the existence of secret message within the stego image.
To solve this problem, Joo et al. [25] proposed a data hiding method through improved modulus

function.
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2.3.3 Joo et al.'s scheme

The data hiding method of Joo et al.'s [25] scheme is different for odd blocks and even blocks.

The embedding procedure of this method is described below:

Input: Cover image” (M x N), Secret message, Range table?.
Output: Stego images (M x N).

Step 1: Consider a cover imagg€ of size (M x N). At first theC'is partitioned into disjoined
blocksB;, {B;|i = 1,2,..., [ (M xN/2)|}inraster scan order where each block contains
two consecutive pixels. Let two pixels argandz;,,. Then determine the even blocks

and odd blocks as follows:

if (¢ mod 2) =1, thenodd block
if (¢ mod 2) =0, theneven block

(2.11)

Step 2: The difference valué; is calculated between two pixelsandz;; asd; = |z; — z;41].

Here,t = |logw |, wheret is the number of embedded bits antl = ub — b + 1.

Step 3: Taket bits from dataD and determine its decimal form as Then calculate3, ..., (i)

using the following equation
Brem(i) = (2 — 341) mod 2! (2.12)
Now, calculate the paramet&rusing the following equation

v — Brem(i), if |0 — Brem(1)] < 2071
Z =% v — Bpem(i) =271 if |v — Brem ()| > 2871 (2.13)
U — Brem (i) + 271, if [u — Bem(i)| < 2071

Step 4: New pixel valuesr, anda:;+1 are computed based on the even/odd blocks using the

following equation

., x; +p1, if B; block isodd
(5 i) = _ _ (2.14)
x; + po, Iif B; block iseven ,

where,p; = [Z/2] andp, = | Z/2].

Step 5: Computed; = |z; — x;14]. If d; # d;, re-adjust the pixel values andz;,, to x; and

x;,, respectively. Then calculatg = |z; — z;,,| so thatd; = d,.
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Step 6: End.

The extraction procedure of Joo et al.’s method is described below:

Input: Stego imageS (M x N), Range tablev.

Output: Secret message.

Step 1: Partitioned the stego image (M x N) into non overlapping block®;, {B;|i =
1,2,...,[(M x N)/2]} in raster scan order where each block contain two consecutive

pixelsz; andz;, .

Step 2: The differenced; of two pixelsz; andx;_, is calculated ad; = |z; — z;,,|. Now
calculatet = |log(w)], wheret is the number of bits embedded within pixel pair and

w = ub — Ib + 1 whered, mapped to range table.
Step 3: Calculate the remaindés,.,, (i) of each blockB; using the following equation
Brem(i) = (v; + 2,,,) mod 2* (2.15)
then converiB, ., (7) into its binary form oft bits and get dat®.

Step4: End.

Lower bound (Ib) o) 8 16 32 64 | 128

Upper bound (ub) | 7 | 15 | 31 | 63 | 127 | 255

Number of bits
to be Embedded

Figure 2.2: Range table of Wu and Tsai’s PVD scheme

Example 2.3.2 Consider two pixels; = 40 andz;; = 45 and the secret message = 110.
Assume that this block is odd block. First calculate the differehee |40 — 45| = 5. Here
d belongs to the sub-rangé, 7] of the range tableR? shown in Fig.2.2. Then computey =
(7T—0+1) = 8. The number of bits= |log,(8) | = 3, thatis3 bits are embedded into this pair.
Extract3 bits data fromD that is110 and convert it into decimal value = 6. Now, calculate
Byem (i) = (40 + 45) mod 2 = 5. ThereforeZ = |6 — 5| = 1, since|6 — 5| < 237! thenp, =
[1/2] = 1andp, = [1/2] = 0. This block is odd so new pixel value are= (40 + 1) = 41

38



Data Hiding Methodologies 2.3 Pixel Value Difference (PVD)

andxz, ; = (45 + 0) = 45.

To recover the secret information first calculate the differedice= [41 — 45| = 4. Here
d mapped to sub rang®, 7] of the range tableR shown in Fig. 2.2. Then computer =
(7— 0+ 1) = 8. The number of bits = |log(8)| = 3, that is3 bits secret data are extracted
from this pair. Next calculateB,.,,(i) = (41 + 45) mod 23 = 6. Then convert3,.,, (i) into
binary form that isl110. So, the secret messageis 110. |

After embedding 52,275 bytes secret data using this scheme the PSNR is 41.9 (dB). There is a

scope to improve the visual quality of the stego image which is proposed by Chen [11].

2.3.4 Chen’s scheme

Pl' PJ+1 PEU

Py | Pt —— Neeu
(a)(2 x 2) pixel block (b) The combinations of PEU and NPEU of (2 x 2) pixel block
of cover image

Figure 2.3: All combinations of PEU and NPEU in Chen’s scheme fai2j2block

To improve the quality of stego image, Chen [11] proposed a new PVD based data hiding
method using Pixel Pair Matching (PPM) technique. The cover intagé/ x N) is divided

into (2x2) non overlapping block®;, {B;|i = 1,2,...,[(M x N)/2|}. In each block two
pixelsp; andp;, are for pivot embedding unit (PEU) and other pixgJsindp,., are for non-

pivot embedding unit (NPEU). The Fig. 2.3 shows all possible combination of PEU and NPEU
of (2x2) blocks. The Fig. 2.4 shows a numerical example of Chen’s data hiding scheme. The
differenced; is calculated between the pixel pair of PEU to determine the number bits to be

embedded within the selected pair as follows.

d; = \pi - Pz’+1\ (2-16)

number of data bits that are to be embedded within the NPEU is same as the PEU. They pro-
posed two reference tablésl,, and RT,, which can be generated throughary andn-ary

number respectively, where andn are two integers where < n. A predefined threshold@
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is used to decide which table is used during data embedding in PEU and NPEU.

RT,,, ifd;<T
R = (2.17)
RT,, , otherwise

The embedding procedure is described as follows:

Input: Coverimage” (M x N), Secret datd), Random seedl, Thresholdl", Reference table
RT,, andRT,,.
Output: Stego imageS (M x N).

Step 1: PartitionedC' (M x N) into (2x2) disjoined blockB;, {B;|i = 1,2,...,[(M x

N)/2|} in raster scan order.

Step 2: PEU and NPEU can be determined through random seéchlculate the difference
d; using equation (2.16). Sele¢tbits from the secret dat® and convert it into decimal
valuev which is embedded through the reference tatile, and RT,, that are decided by
equation (2.17).

Step 3: Search the reference table of co-ordinate y), wherex = p; andy = p;4; for

matching the value of and get new co-ordinate’’, y') which must be nearest ta, y).

Step 4: If d; = d;, thenp, = 2" andp, , = y, whered; = |z — y'|. Otherwise, search the

reference table of co-ordinate, y) until d; = d;.

Step 5: After data embedding in PEU, next embed data in NPEU. The pixel value of the NPEU
arep; andp,,. Select nextl; bits from secret messade and convert into decimal value
v;. Then perfornStep 3by replacingp; with p; andp;, with p,,. The new pixel pair

iSp;» =z andp;.Jrl =q.
Step 6: Select the next block for data embedding.
Step 7: RepeatStep 2to Step 6until all secret data bits are embedded.

Step 8: End.

The extraction procedure is described as follows:

Input: Stego imageS (M x N), random seed, threshold!l’, reference tabl&®T,, and RT,.

Output: Secret message.
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0 1 2 3
o] Let m =2 and n=4
8 5 1 &
T=3
1 4 6 v 5 Secret data (D) = 0110100111000110010111
B | [
3 6 7 5 3
PEU NPEU
(a) Cover Image C (4 x 4)
C 1 3| 4|5 7
ywlo|1]2|3]|4|5|6| 7|8 x| O 0 | © 8
0 1|14 4 (114 2| 4| 1
A R I I A A O B 1 |13l5]o0]813]5 8 |13
1
- 210121012101210/2 2 7 |15|12| 3| 7|15 |12 3| 7
c SEARNEAENELEE S 3 |10 11| 9| 6 | 10| 11 6 | 10
3 2l1o(2|lo0|2|0| 2|02 -
P (1311131113113 - 1|14 24| 1|14 4 | 1
5 l2lolzlolzlol 2z|lol 2 5 13| 5| 0| 8 |13| 5 8 | 13
é i1 31131131131 6 71512 3| 7|15 12| 3| 7
7 l2|lo|l2|lo|l2|o0o| 2|02 7110|111 9| 6 | 10| 11 6 | 10
8 1013|1313 1] 3|1 8 1|14 2| 4| 1|14 2|41
(b) Reference Table RT,, (c) Reference Table RT,,
0 1 2 3
0 6 3 0 4
! 3| 6| 6| 3
2 0 3 2 7
3 4 6 2 4
(d) Stego Image S (4 x 4)

Figure 2.4: Numerical example of Chen’s data hiding scheme
Step 1: Divide the stego imag# into (2x2) non overlapping block;, {B;|i = 1,2, ..., [ (M x

N)/2|} in raster scan order.

Step 2: PEU and NPEU are determined by the random deetihen calculate the difference

d; using following equation

d; = |p; — Pyl (2.18)

Retrieve datav from PEU using reference tableT,, and RT,, depending on equation
(2.17). Then convertv into its binary form ofd; bits. In the similar way, data can be
retrieved from NPEU.

Step 3: Select the next block for data extraction.

Step 4: ContinueStep 2andStep 3to extract entire data.
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Step 5: End.

After embedding 54,383 bytes secret data in this scheme, the PSNR is 47.3 (dB).

2.3.5 Comparison of existing schemes

Table 2.3: Comparison of some existing PVD based data hiding methods

Wu and Tsai [69] | Zhang and Wang [74] Wang et al. [66] Joo et al. [25] Chen [11]
Image Capacity | PSNR | Capacity | PSNR Capacity | PSNR | Capacity | PSNR | Capacity | PSNR
Lena 50,894 41.5 50,023 44.3 50,894 43.4 50,894 43.4 52,418 47.5
Baboon | 57,028 37.0 53,568 40.4 57,043 40.2 57,043 39.2 57,474 47.1
Boat 52,320 39.6 50,926 42.4 52,490 41.1 52,490 41.0 53,718 47.4
House 52,418 40.0 51,003 42.7 52,572 42.4 52,572 41.5 54,913 47.2
Peppers| 50,657 415 49,968 43.9 50,885 43.4 50,815 425 54,608 47.3
Average | 52,204 40.3 50,803 43.1 52,275 42.6 52,275 41.9 54,383 47.3
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Figure 2.5: Comparison graph of existing PVD based data hiding methods

Table 2.3 shows the comparison of some existing PVD based data hiding methods. It is
observed that average PSNR and capacity of Wu and Tsai’s [69] method are 40.3 (dB) and
52,204 bytes respectively. In Zhang and Wang's [66] method, the PSNR is 43.1 (dB) which
is 2.8 (dB) higher than Wu and Tsai’'s method but the capacity is 50,803 bytes which is 1401
bytes lower. In Wang et al.’'s method average capacity is 52,275 bytes which is higher than
Wu and Tsai's method and Zhang and Wang’s method and the average PSNR is 42.6 (dB)
which is higher than Wu and Tsai's method but lower than Zhang and Wang’s method. Joo et

al.'s method has same embedding capacity with Wang et al.'s method but the average PSNR is
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lower. In Chen’s scheme the PSNR is 47.3 (dB) and capacity is 54,383 bytes which is higher
than all other PVD based data hiding methods. Fig. 2.5 shows the comparison graph among
existing PVD based data hiding methods. But all these PVD based data hiding schemes are not
reversible data hiding schemes. There is a scope to develop reversible data hiding scheme using

PVD with higher quality and capacity.

2.4 Difference Expansion (DE)

Difference Expansion (DE) is one of the reversible data hiding schemes proposed by J. Tian
[58]. This is a simple but efficient method. In this method, the difference between two neigh-

boring pixels is expanded for data hiding. Although the average of two pixels remain same after
data embedding the image quality is not enhanced due to the expansion of difference. In 2009,
Lou et al. [44] proposed a multi-layer data hiding scheme based on DE to reduce the difference.

Here, Tian’s and Lou et al.'s DE based data hiding schemes are described.

2.4.1 J. Tian's scheme

Difference Expansion (DE) procedure for gray-scale images has been proposed by J. Tian [58].
In this method, a cover image is divided into non-overlapping blocks, which contains two con-
secutive pixels. At first, compute the difference between the pixel pair. Then the secret bit is
embedded in the Least Significant Bit (LSB) of the difference value. That means each pair can
hide only one bit secret data. In this method, data can’'t be embedded into those blocks where
underflow or overflow problem may occur. For this reason location map is used to represent

those blocks. The embedding procedure is described as follows:

Input: Cover image”' (M x N), Secret datd), Location mapL M.
Output: Stego images (M xN).

Step 1: Cover image” is divided into several blocksS,, {Cy|b =1,2,..., [ (M x N/2)|}in

raster scan order.

Step 2: Assume that the pixel pair i8; andx; ;. Then the difference; and average, is
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calculated using following equation

d; = ’mz - fL’i+1‘ (2.19)

a; = in+2xi+1J
Step 3: Select one bit dat®; from D. Using the following equation that bit is embedded and

the new differencd; is calculated as follows:

d, =2 x d; + D; (2.20)

Step 4: Then the modified pixel pair; andz;, , are calculated as follows.

/ /
(@2 ,) = (a; + L% s @ — L%J)a ifz; > 2
i+l T

(2.21)

(0 (%, i+ |%52)), o < i
Step 5: Select the next block for data embedding.

Step 6: Step 2o Step 5are repeated until all data is embedded.
Step 7: End.

The extraction procedure is as follows:

Input: Stego image (M x N), Location mapl M.
Output: Coverimage” (M x N), Secret message.

Step 1: Stego imageS is divided into several blocks;, {S,|b = 1,2,...,[(M x N/2)]}in

raster scan order.

Step 2: Then the differencd, and average; are calculated using following equation

d =\t — 1
f | 7 / H:l| (222)
a; = [(z; + $i+1)/2J
Step 3: Extract secret data bid; from d;. usingD; = d; mod 2.
Step 4: Calculate the original differenaé usingd; = L%j.

Step 5: The original pixel pair is;; andz;, is calculated using the following equation

(a; + Ldi;lJ’ai — L%J), if z ;+1 (2.23)

($i,13z‘+1) = '
(a;i — L%Lai + L%J)a if z; < Liy1
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Step 6: Select the next block for data extraction.
Step 7: RepeatStep 2to Step 6until all the data is extracted.

Step 8: End.

Example 2.4.1 Consider pixel paif(x;, z;11) = (120, 127) and secret messagde is 101. The
differenced = [120 — 127| = 7 and average: = [ 227 | = 123. Select one bit dat#®; from
D thatis1. Now,d = (7 x 2) + 1 = 15. Sincel20 < 127, thenz; = 123 — |2 | = 116 and
Ty =123+ 18] =131,

In the data recovery phase, first calculate the differedcasd = |116 — 131| = 15 and
averagea = |H6H3L| = 123. Then extract one bit dat&; fromd asD; = 15 mod 2 =1

So,d =[] = 7. Sincel16 < 131, sox; = 123 — | 1] =120 andz;; = 123+ || = 127. W

To overcome the underflow or overflow probleffymust satisfy the following equation.

|dj| <2 x (255 —a), if128<a <255

, (2.24)
d|<2xa+1), f0<a<127

If d; satisfies the above equation, thiis called expandable otherwiggis called un-expandable.

So, the number of embedded bits are same as the number of expandable difference. In this
method, data is embedded in one layer. There is a scope to embed secret data in multi-layer but
the quality of the stego image will be affected. To develop multi-layer data embedding scheme,

Lou et al. [44] proposed a Reduce Difference Expansion (RDE) method.

2.4.2 Lou etal’'s scheme

To reduce the difference expansion and improve the visual quality, Lou et al. [44] proposed
a scheme which uses a logarithm transformation function before expanding the difference. In
RDE method, data bits are embedded into multi-layer which increase the hiding capacity. In the
first layer, secret data bits are embedded horizontally in raster scan order. After that secret data
bits are embedded vertically in raster scan order into second layer. Same procedure is applied

until the last layer is processed.
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The differenced; and average,; are calculated using the equation (2.19). Then apply the

logarithm function to reduce the difference as follows.

d; = (2.25)
d; — 2llog, diJil, if d; > 2
Here a Location Map (LM) has been used to get the original difference. When the difference
value is less than 2, the pixel values remain same and LM is set to 0. When the difference value
is greater than or equals to 2, the pixel values are changed and LM is set to 1. So, the size of
LM is same as the pixel pair. The LM will be send to the receiver during last layer embedding.

Finally, the value of LM is set using the following equation.

0, ifd =d;
LM = / (2.26)
1, ifd #d

Then embed one bit secret ddbataken from secret datl as follows.
d, =2 xd,+ D; (2.27)

Now, the modified pixel pair; andz, ; are as follows.

ro (a; + Ldi HJaai - Ld_iJ)a if z; > @441
(3 %541) = a s (2.28)
(ai =[5 ] ai + [75—]), ifo<ain
Now, the extraction procedure is describe below:
First calculate the differeneg anda, using the following equation.
d =z — 2
’/L | 2/ z—/|—1| (229)
a; = |(z; + 7;44)/2]

Then extract secret data Wit from d; usingD; = d; mod 2 and calculate the differenck

/ drl_l
asd; = |+ .
The original differencel; is calculated using the following equation.
d, +2Uosdil=1 if LA =1
d; = , . (2.30)
d; + 2Uos24:) if LM =0

So, the original pixel pait; andz;., are calculated using

(2.31)

(21,2101 = (@ + %574 = |5)), ifa;>ag,
iy Li41) — ’
(2

(ai — L%Lai + L%J)a if z; < x;+1
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Example 2.4.2 Let us consider pixel paix; = 120 and z;,; = 127 and secret message
is 101. The differencel = [120 — 127| = 7 and averagen = [12H2| = 123. d;, =
7 —olles2dil _ 1 —7_9—=5andLM is set tol. Select one bit dat®, from D thatis1. So,
d’" =5x2+1=11. Sincel20 < 127, z; = 123— |4 | = 118 andz;, , = 123+ | 1L | = 129.

In the data recovery phase, first calculate the differeficasingd” = 118 — 129| = 11 and
averagea' = |18112%| — 123, Then extract one bit dat®; fromd” asD; = 11 mod 2 = 1.
= 5. SinceLM is1,d = 5+ 2lle25-1 = 5 4+ 2 = 7. Sincell8 < 129,
=120 andz;4; = 123 + |3 = 127. u

2.5 Exploiting Maodification Direction (EMD)

Exploiting Modification Direction (EMD) is a data hiding method where a group pixels

are used as an embedding unit and embed secret digiuin- 1) notational system where

n > 2. In 2006, Zhang and Wang [72] proposed EMD method where one pixel is increased or
decreased by 1 during data embedding. In this method, a fungtiois used for embedding

and extracting the secret message. &6t 2, there are four modification direction. In 2011,

Kieu and Chang [31] proposed fully exploiting modification direction method by improving the
f() function. This method achieves high embedding capacity and good quality stego image.
In 2014, Qin et al. [52] proposed a reversible EMD method using two steganographic images.
This method also achieve high embedding capacity and good quality stego images. Here, three
EMD based data hiding schemes proposed by Zhang and Wang, Kieu and Chang and Qin et

al.’s are discussed.

2.5.1 Zhang and Wang’s scheme

Zhang and Wang's [72] proposed a data hiding scheme based on Exploiting Modification Di-
rection (EMD). Consider a cover image of size (M x N), where)M is the height andV is

the width of the image. First the pixel values of the cover image are randomly permuted using
a secret key. Then the pixels are divided into several blockspkels (¢, -, . .., z,), where

n > 2. In this methody cover pixels can hide secret digits if2n + 1)-ary notational system.

Before embedding, the secret message is divided into several partstsfusing the following
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eqguation.
k= |m.logy(2n +1)] (2.32)

wherem is the decimal value df bits in a(2n+1)-ary notational system. There are possible
ways of modification which may happen for each block:gbixels. During data embedding

only one pixel of each block is incremented or decremented by 1.

For data embedding, first calculate the functjh using following equation.
flx1, 20,y xn) = (1 X 1+ 29 X 24 ... 2, X n) mod (2n + 1) (2.33)

When the secret digit¢ = f, the pixel value remain the same which means no modification is
required. Whenl # f, then calculates ass = (d — f) mod (2n + 1). If s < n, then the
pixel value ofz, is increased by 1, otherwise, the pixel valuergf,,_, is decreased by 1. In
the extraction process, the receiver can easily extract secret digit by calculating the fyfiiction

from stego pixel block.

Example 2.5.1 Assume two pixels; andz, are 113 and 120 respectively fom = 2. Secret
message) = (1011),. Letm = 1. So,k = [1.log,(2 x 2+ 1)] = 2. Select two bits from
secret message that({$0), and convert it intd>-ary notational number that ig = (2)5. Now,
calculate f value using equatiof2.33) as f(113,120) = (113 x 1 4 120 x 2) mod 5 = 3.
Since2 +# 3, calculates ass = (2—3) mod 5 = 4. Here,4 > 2, so the pixel value of;_4, =
that is113 is decreased by and we gefi12. So, new pixel values arg = 112 andz, = 120.
To extract data, calculatg¢ value using equatio(2.33). So,f(112,120) = (112 x 1 + 120 x
2) mod 5 = 2. Then converf value into2 bits binary form that is.0. |

The PSNR of Zhang and Wang’s method is more than 52 (dB) and the embedding capacity is
(logy(2n + 1))/n (bpp). Ifn = 2, then embedding capacity is 1 (bpp). To improve the data
embedding capacity, Kieu and Chang [31] proposed a new EMD method which is described

below.

2.5.2 Kieu and Chang’s scheme

The cover image” is partitioned into non overlapping blocks;, {B;|i = 1,2,...[(M x
N/2)]} using a Pseudo Random Number Generator (PRNG) with a seed/ivakech block
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contains two consecutive pixels sayandz;,,. Depending on a threshold > 2, compute the
number of secret bitswhich can be embedded in each block. Then calculate the modified

function using the following equation.
f(IZ‘,ZEH_l) = ((L’Z X (T — ].) =+ Tit1 X T) mod T2 (234)

The above function generates a mapping mdiriaf size(M x N). The element of" row and

zth, column in H matrix is f(x;, z;11), that meandd (z;, z;41) = f(xi, x41). Fig. 2.6 shows
the H matrix whereT' = 2. They used a searching elementwherer = |7'/2|. r is used

to find out the searching area fd matrix for data embedding. The searching area is always
(2 x r+1) x (2 x r+ 1) square matrix ifrd matrix where the elemetif (z;, z;,) is located

at the center. The square matrix is defined as

Wiasrs1yx@xr+0) (1, (24, Tig1),7) = {H(x; =7 +u, 241 — 7 +0) [0 <u <2 X7,
0<v<2xru#uv} (2.35)

In some cases, two or more elements are found from searching square matrixiat,ig, ),
H(xy,yp) and H(z., y.). In that situation, the minimum value is taken to improve the stego

image quality using the following formula.
Prin = minj—gpc{|z: — x| + |wig1 — y;]} (2.36)

Finally, the stego pixel pair i§y;, yi+1) = (x;,y;).

Now the data embedding procedure is described below:

Input: Cover image” (M x N), Secret message, Thresholdl" (2 < T' < 23), Seedk.
Output: Stego images (M x N)

Step 1: Cover image” is divided into blocks of two consecutive pixels using séed
Step 2: Generate matri¥{ of size (/ x N) using the equatio(R.35).

Step 3: Calculate the number of bitsand searching elementas follows.

t = [log, T?|
r=[T1/2]

(2.37)

Step 4: Select the first block.
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Step 5: Selectt bits from secret messade and convert it into decimal form.

Step 6: If v = H(z;, x;41), then stego pixel pair is same as the original pixel pair that means
(¥i, Yi+1) = (x;, x;41). Otherwise, search the square matrix to find the elerfigpt h) =

v. Then the stego pixel pair (%;, yi+1) = (g, h).
Step 7: Select the next block for data embedding.
Step 8: Step So Step 7are repeated until all data is embedded.

Step 9: End.

The extraction procedure is as follows:

Input: Stego images (M x N), Thresholdl', Seedk.

Output: Secret message

Step 1: Stego imagés is divided into blocks of two consecutive pixels using séed

Step 2: Calculate the number of bitswhich has been extracted from each pair.

t = |log, T? (2.38)

Step 3: Select first block.
Step 4: Extract secret databy calculatingf () function using following equation.

f(yi7yi+1) = (yZ X (T — 1) + Yi+1 X T) mod T2 (239)

Step 5: Convertw into its binary form oft bits.
Step 6: Select the next block for data extraction.
Step 7: Step 4to Step 6are repeated until all data is extracted.

Step 8: End.
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i, J o 1 2 3 4 253 | 254 | 255
o o Z O 2 O z o 2
1 1 3 O 3 1 3 1 3
z 2 o 2 o 2 0 2 o0
3 3 1 3 1 3 1 3 1
4 o z 0 2 O

253 1 3 3 3 1 3

254 2 o 2 o 2 0O 2

255 3 1 3 1 3 3 1 3

Figure 2.6: Mapping matrix fof’ = 2 of Kieu and Chang’s data hiding scheme

Example 2.5.2 Let the pixel pair(z;, z;11) = (2,3), Threshold valud’ = 2 and secret mes-
sageD = 1110. Calculate the number of bitsvhich are to be embedded. $65 |log, 22| = 2
andr = [2/2| = 1. Select two bits frond that is(11), and convert it into decimal form that
means(3);,. Now, embed within the pixel pair ¢;, z;+1) = (2,3). The Fig. 2.6 shows that
H[2,3] = 0thatis H[2, 3] # v. So search the square matfik;.5(2, (2, 3), 1) to get an element
equal tov. There are three elements found suchtfi$, 3], H[3,2] and H[3,4]. According to
equation(2.36), Py = min((|2 =1+ (3 =3]),(|12=3|+[3—=2]),(|]2—=3] + |3 —4])) =
min(1,2,2) = 1. So,H|[1, 3] is taken and the stego pixel pair beconigsy;,1) = (1, 3).

The recovery process is stated below:

Consider the stego pixel pair i3, y;+1) = (1,3) andT = 2. Calculate the number of bits
which can be extracted. So= |log, 22| = 2. To extract secret data calculad) value using
equation(2.39). So,f(1,3) = (1 x (2—1) 4+ 3 x2) mod 4 = 3. Then converf () value into
2 bits binary form that isl 1. |

The embedding capacity of Kieu and Chang’s methodds, 7> | /2 (bpp). If T' = 2 then em-
bedding capacity is 1 (bpp) and PSNR is 52.39 (dB).

Although the above two methods give better image quality and higher embedding capacity,
those methods are not reversible that means the cover image can’t be recovered after data ex-
traction. To solve this irreversibility, Qin et al. [52] proposed reversible EMD method using two

steganographic images. In the next section, Qin et al.'s scheme is illustrated.
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2.5.3 Qinetal’s scheme

Consider cover imag€' (M x N) for data embedding and generate two steganographic images
S1(M x N)andS2(M x N) after data embedding which are visually similar and are same

in size as the cover image. During data embedding, all pixel values of the first stego image
increase or decrease by 1 like Zhang and Wang’s method. Depending on the cover image and
the first stego image, all pixel values of the second stego image are modified by less than or
equal to(2n + 1), wheren is the number of pixel. On the receiver side, the secret message
can be extracted from two stego images and the cover image can be easily recovered from these
images using some specific rule. First the cover im@gepreprocessed call&d, to overcome
overflow or underflow problem. So, the pixel values of the cover int@deelongs to|0, 2n]

or [255 — 2n, 255] are modified a$2n + 1] or [255 — 2n — 1] respectively. Store the original

pixel value and the co-ordinate of modified pixel to achieve reversibility. An arithmetic coding

is used to compress this information to generate extra information. These extra information are

embedded with the secret message. Now the embedding procedure is described in two phases.

Input: Preprocessed cover imagg(M x N), Secret datd), and D .
Output: Stego image SIW x N) and S2 (1 x N).

Phase 1. Embed secret messagg to generate the stego image.S1

Step 1: At first, the preprocessed cover imagg is divided into non overlapping blocks;,
{Bjlj = 1,2,...,[(M x N/2)|} in raster scan order where each block contains two

consecutive pixels. Let two pixels argandz; ;.
Step 2: Select the first block.

Step 3: Calculate thef () value using following equation

f(l’i,l'i+1) = (.CEZ x 1+ Tig1 X 2) mod (2n + 1) (240)

Step 4: Embed the secret digit, € D; within the pixel pair. Ifd; is equal tof then the pixel
pair remain same. S&1;, = z; andS1,,; = z;.1. If dy # f then calculates ass =
(dy — f) mod (2n + 1). If s < n, then the pixel values of1; andS1,,, are calculated

using the following equation
Sliys—1 = Tiys—1 +1

(2.41)
Sli+n—s = Ti4n—s
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else

S]-z n—s — Li42n—s — 1
i = (2.42)

Slits—n-1= Tits—n-1
Step 5: Select the next block for data embedding.
Step 6: RepeatStep 3to Step 5until all data bits are embedded.
Step 7: End.

Phase 2:.Embed secret dat, to generate the stego image S2.

Step 1: There are three cases arises betweegnz; ;) and(5S2;, 52;,1). Depending on these

cases the secret messafges embedded. Three cases are mentioned below.

Case 1 z; =52 andl’i_,_l = 82i+1
Case 2 €T; = 522 andle 7é SQH—l (243)
Case 3 z; # S2; and:CHl = 52i+1

If Case 1 is satisfied then calculate tfi@ value using equatiof2.40). If dy € Dy is
equal tof() then the pixel pair remain same thatd8; = x; andS2,,; = x;1. If dy #
f() then calculate ass = (dy — f) mod (2n + 1). If s < n then the pixel values o$2;

andS2;,, are calculated using the following equation.

S2i16-1 = Tize1 +1

(2.44)
S2i+n—s = Ti4n—s
else
521 n—s = Titon—s + 1
2 i (2.45)
SQiJrsfnfl = Tj4s—n—1
If Case 2 is satisfied, then find the valuepa$uch thatf () value is equal tas.
dg = f[ZL'Z, Tit1 — P X sign(SliH — xi—&-l)] (246)
where,p is an integerp € {1,2,...,5} andsign() return 1 or -1 depending on the value
of (S1;11 — z;41). Then the pixel paifS2;, S2;,1) is computed as
(2.47)

S2ip1 = [Tiy1 — p X sign(Sliy1 — Ti41))]

53



2.5 Exploiting Modification Direction (EMD) Data Hiding Methodologies

If Case 3 is satisfied, then find the valuepa$uch thatf () value is equal tals.
dy = flo; — p x sign(S1; — x;), it (2.48)
Then the pixel paif52;,.52;.) is computed as

S2i41 = Tip
Step 2. RepeatStep 1luntil all data is embedded.

Step 3: End.

The data and cover image recovery process is as follows:

Input: Stego imageS1 (M x N)andS2 (M x N).
Output: Preprocessed cover ima@g (M x N), Secret datd); andD..

Step 1: Divide the stego imageS1 andS2 into blocksB1; andB2;, {j = 1,2,..., [ (M x

N/2)|} which contain two consecutive pixels.

Step 2: Secret datd), and D, are extracted from all blocks of the ste§o and.S2 by calcu-
lating thef() value.

Step 3: Select the block®31, and B2; from S1 andS2 respectively.

Step 4: Calculatet using following equation.
t=|(51; —52;) + (S1iy1 — S2i41)| (2.50)

If ¢ = 0 or 1 then the original pixel paitr;, z;11) = (S1;, S1i41).
If t > 1 then there are two cases that may arise.
Case 1L:f S1; # S2; andS1,,1; = S2;,, then the pixel paifz;, z;,1) is computed using

the following equation

x; = S1; — sign(S1; — S2;)
(2.51)
Tiy1 = Sl
Case 2:If S1;, = S2; andS1,;, # 52,1 then the pixel paifz;, x;;1) is computed using
the following equation.

(2.52)

Tip1 = Sliy1 — sign(Slipr — S2i41)
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Step 5: Select the next block fromd'1 and.S2.
Step 6: RepealStep 4to Step Suntil cover image’, is recovered.

Step 7: End.

Then preprocessed imagg needs to be post-processed to generate the original cover thage

with the help of some extra information which has been embedded with the secret data.

Example 2.5.3 Let the pixel pair(z;, x;,1) = (10, 12) and secret datdD; = (11), and Dy =
(01)2. S0,d; = (3)s anddy = (1)5.

Phase 1:First calculate f value using equationi2.40). So, f(10,12) = (10 x 1 + 12 x 2)
mod (2 x 2+ 1) = 4. Sincem; = 3 # 4, calculates ass = (3 —4) mod 5 = 4. Here
s > n thatis4 > 2, so according to the equatiof2.42), S1,,4 4 = ;444 — 1 that is
Sli=a2;—1=10—1=9andS1;,4 o 1 = T4 o thatisS1; =z, = 12.

Phase 2:After completion of phaskedata embedding, data is embedded through pRastere
thez; = 10, ;41 = 12 and S1; = 9, S1,.; = 12. Sincel0 # 9 and12 = 12, then case 3 is
satisfied. Calculate such thatf() value is equal taly. do = f[10 — p x sign(9 — 10),12] =
f(10+p,12) = f(10 +2,12) = (12 x 1 + 12 x 2) mod 5 = 1. So,p = 2. Now according to
the equation2.49), S2; = [10 — 2 x sign(9 — 10)] = 12 and 52, = 12.

The recovery process is as follows:

The pixel pair(S1;,51;41) = (9,12) and (52;,52;.1) = (12,12). Now, calculatet using
equation(2.50). So,t = [(9 — 12) + (12 — 12)| = 3. Here3 > 1,9 # 12 and12 = 12. So,
casel is satisfied. According to the equati¢a51), the pixel pairz; = 9 — sign(9 — 12) =
9 —(—1) =10 andz; 4+, = 12 has been extracted. [

The PSNR of two stego images S1 and S2 with respect to original image are 52 (dB) and
41 (dB) respectively and the embedding capacity is 1.16 (bpp). To improve the embedding
capacity, Shen and Huang [54] proposed a new data hiding method using PVD and EMD but

this technique is not reversible.

2.5.4 Shen and Huang’'s scheme

The cover imagé€’' (M x N) is divided into non overlapping blocks;, { B;|i = 1,2, ... | (M x

N/2)]} in raster scan order where the block contains two consecutive pixels. Consider two
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pixels arer; andx; ;. The difference between two pixels andz;,; is calculated using the

equation.
di = |7 — 2441 (2.53)

In this approach, a range talfiehas been proposed withcontiguous sub-rang®,,, { R,,|m =
1,2,...,n}. Each sub-rang®&,, has a lower and a upper bound, namélgndub respectively.
So, R,, € [lb,ub]. The widthw, is obtained depending on the range tablg where the

differenced; is mapped, using the equation.

wy =ub—1b+1 (2.54)
Then calculate parametérusing following equation.

T, = [logy(uwy)) (2.55)
The number of bits to be embedded, denoted isycalculated using the equation

t: = [log,(T2)) (2.56)

The embedding procedure is describe below:

Input: Cover image” (M x N), Secret datd), Range table?.
Output: Stego images (M x N).

Step 1: Divide the cover imagé€’ into blocks which contain two consecutive pixels.
Step 2: Select the first block.

Step 3: Then compute the differencé and widthw, using equation2.53) and equation
(2.54) respectively.

Step 4: Calculatel; andt; using equation (2.55) and equation (2.56) respectively.

Step 5: Selectt; bits from secret dat@ and convert into its decimal valug of 7?-ary nota-

tional system.

Step 6: Now calculatef () value using the following equation.
f@i,wig) = (2 % (T = 1) + 2441 x T) mod T° (2.57)
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Step 7: If v; = f(zy,z;11), then the pixel value remains the same that means no modification
is needed. So(z;,7,.,) = (i, 7:41). €lse ifv; > f(z;,2:41), then the modified pixel

pair is obtained as

’

z; = ;i — [(vi — f(2i, 2i41)) mod T}

, v f (@ 1) (2.58)
Tipy = Tipa + [ "= |+ [(vi — f(2, 2441)) mod T}
elsev; < f(x;, x;11), then the modified pixel pair is obtained as
z; = z; — [(f(2i, 21) — v;) mod T}]

) i) (2.59)
T = Ty — [T = [(f (2, 2iga) — vi) mod T

Step 8: Select the next block.
Step 9: RepeatStep 3to Step 8until all data is embedded.

Step 10: End.

Select pixel pairs which are defined below whgrandd, does not belongs to the same sub-
range of the range table, whered; = |;—x;.,|. Now, the pixel pairs will be (z; —37;, x;_, —

3), (z; — 2Ty, 2y — 2), (25 — Thywiy — 1), (25 + Tiywiyy + 1), (2 + 20,24 + 2), (2 +
3T}, ;.. + 3)} So, the selected pixel pair is calléd; , z;, ,) such that; andd; belong to the
same sub-range. Overflow or underflow problem may occur when the pixékpair, ;) does
not belongs tq0, 255]. To solve this problem, determine the new pixel daif, z;, ;) which is
closest taz;, x;,1). This can be computed using the following optimization function.
Minimize: (z; — 2)* + (zi11 — y)%

Subject to:f (z,y) = v;; Div(d;) = Div(d})

whered; = |z; — x;11|, df = |z — y| and Div(d;) is the division wherel, belongs to.

The recovery process is described below:

Lower bound (Ib) | 0O 8 16 | 32 | 64 | 128

Upperbound (ub)| 7 | 15 | 31 | &3 | 127 | 255

Number of bits
to be Embedded

3 3 4 5 6 7

Figure 2.7: Range table of Shen and Huang'’s data hiding scheme
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Input: Stego images (M x N), Range tableg.
Output: Secret datad.

Step 1: Divide the stego imag8 into blocks which contain two consecutive pixels.
Step 2: Select first block. Assume that the stego pixel paieisz;, ).

Step 3: Then compute the differeneé asd; = |z; — z;_4|.

Step 4: Calculatew, of sub rangeR,,, where the differencé; is belongs.

Step 5: CalculateT; andt; using equation (2.55) and equation (2.56) respectively.
Step 6: Extract secret messaggeby calculatingf value using the following equation.

v; = f(xﬁ,m;ﬂ) = (x; x (T—1)+ x;H x T) mod T2 (2.60)

Step 7. Converty; into its binary form oft; bits.
Step 8: Select the next block.

Step 9: RepeatStep 3to Step 8until all data is extracted.

Example 2.5.4 Consider two pixels; = 122 andz;; = 135 and the secret dat® = (110),.
First calculate the differencé = |122 — 135| = 13. Hered belongs to the sub rang8, 15] of
the range tableg? shown in Fig.2.7. Then compute = (15— 8+ 1) = 8. CalculateT asT =
|log,(8)] = 3. The number of bits = |log, 3%| = 3, that means} bits are embedded within
this pair of pixel. Extrac8 bits data fromD thatis(110), and its decimal value = (6),. Then
calculatef value using equatiof2.57). So,f(122,135) = (122x (3—1)+135x 3) mod 3? =
1. Since6 > 1, according to equatior{2.58) z; = 122 — [(6 — 1) mod 3] = 120 and
T =135+ |52 4+ [(6 — 1) mod 3] =135+ 1+2 =138,

Here,d = 13 andd = |120 — 138| = 18 does not belong to the same sub-range. Choose any
one pixel pair out of six such thatandd’ belong to the same sub-range thafds15]. So, the
pixel pair is (120 + 2 x 3,138 4 2) = (126, 140).

On the receiver side first calculate = [126 —140| = 14. So,d belongs to the sub rangg, 15]
of the range table?. Then compute) = (15 — 8+ 1) = 8. CalculateT asT = |log,(8)| = 3.

The number of bits = |log, 3%| = 3. To extractv calculate f function using equatio(2.60)
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asv = f(126,140) = (126 x (3 — 1) + 140 x 3) mod 32 = 6. Convertv into binary form of
3 bits that is(110)s. [ |

After embedding maximum amount of secret data within cover image the payload is around
1.56 (bpp) and the PSNR of stego image of $ixe x 512) is around 41.67 (dB).

Table 2.4: Comparison of existing EMD based data hiding methods

Zhang and Wang [72] Kieu and Chang [31]| Qinetal.[52] | Shen and Huang [54]
Image bpp | PSNR bpp | PSNR bpp | PSNR | bpp | PSNR
Lena 1 52.09 15 | 49.88 1.16 | 46.72 | 1.53 | 42.46
Baboon | 1 52.10 15 | 49.89 1.16 | 46.73 | 1.69 | 38.88
F16 1 52.12 1.5 | 49.89 1.16 | 46.72 | 1.59 | 41.89
Barbara | 1 52.11 1.5 | 49.89 1.16 | 46.73 | 1.62 | 40.15
Boat 1 52.10 1.5 | 49.90 1.16 | 46.73 | 1.55 | 41.60
Goldhill | 1 52.11 1.5 | 49.89 1.16 | 46.72 | 1.54 | 41.40
Peppers| 1 52.11 1.5 | 49.89 1.16 | 46.38 | 1.52 | 43.49
Bridge 1 52.04 15 | 49.86 1.16 | 46.50 | 1.58 | 41.72
Average | 1 52.1 1.5 | 49.89 1.16 | 46.72 | 1.56 | 41.67

2.5.5 Comparison of existing schemes

B0
o
UZ} 50 —
[ =)
p—
2 anf .
= 3 3 B
S S = b
b
. 0 5 E=N
2 S o = S
S W = S n < -
© s o e =
= P = W o
§ T S 3 = 5 T
N R e
a
| 1 bpp | 1.5 bpp| .16 bpp| | 1.56 bpp

Data hiding methods with payload

Figure 2.8: Comparison graph of existing EMD based data hiding methods

Table 2.4 shows the comparison of existing EMD methods. It observed that the capacity of
Zhang and Wang’s method is 1 (bpp) and the average PSNR is 52.1 (dB)mwhen In Kieu
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and Chang’'s method, the capacity is 1.5 (bpp) and PSNR is 49.89 (dB) svhefi. Qin et

al.’s method has lower PSNR 46.72 (dB) than Kieu and Chang’s method when capacity is 1.16
(bpp). Shen and Huang’s method has highest capacity 1.56 (bpp) than other three data hiding
methods and average PSNR is 41.67 (dB). Fig. 2.8 shows the comparison graph of existing
EMD based data hiding methods.

2.6 Weighted Matrix based data hiding

Westfeld [67] introduced matrix based data embedding technique using Hamming code. It em-
bedr-bits secret data through modification one bit &f { 1) least significant bit in the host
image. The embedding efficiency increases with the increasevbile the payload decreases
contrarily. In order to increase the embedding efficiency and payload simultaneously, an ex-
tended F5 algorithm is proposed by Fan et al. [13]. They come up with a brand new idea
to realize the aim through addinglayer extension and modifying the form of original hash
function. A secure data hiding scheme for binary image using a key n¥gterd a weighted
matrix W has been proposed by Tseng et al. [64] which can hide Dblis secret data within

a (3 x 3) pixel block. Fan et al. [14] proposed an improved efficient data hiding scheme us-
ing weighted matrix for gray scale image which can hide four bits secret data witBixx &)

block. Both the aforesaid matrix based data hiding schemes, only one modular sum of entry-
wise-multiplication operations) between weighted matrid” and (3 x 3) pixel block of the
original image has been performed. Using only one embedding operalits secret data can

be embedded within a block by modifying only one bit. High data embedding capacity and
reversibility is still an important research issues in data hiding through weighted matrix. Here

Tseng’s and Fan’s weighted matrix based data hiding schemes are discussed.

1123 1123
112 3 41 5| 86
1123 Sl 213
(a) Wiz,z; (B) Wiz,zy

Figure 2.9: Example of Weighted Matrix for (a)= 2 and (b)r = 3

60



Data Hiding Methodologies 2.6 Weighted Matrix based data hiding

2.6.1 Tseng etal’s scheme

Tseng et al. [64] proposed a data hiding scheme using binary iniafe They partitioned3 1
into non-overlapping blocksH;) of size (n x n). Number of bits {) to be embedded within

each block are calculated using following equation.
2" —1<(mxn) (2.61)

A binary key matrix () and integer weighted matriX)() of the same size aB; are to be
shared by sender to receiver before data communication.

The criterion of preferringV’ is that each element of matrix is arbitrarily allotted a value from
the combination0,1,2,...,2"~! + 1) and each element appears at least ond& jrwherer
denotes the number of secret bits which will be embedded within each block of cover image
B;. Fig. 2.9 shows an example of weighted maifix The main working formula of Tseng’s

scheme is:
SUM((B; & K)® W) mod 2" = (byby...b.)s (2.62)

where® denotes bitwise exclusive-OR operation between image block and key matrix, and
denotes entry-wise-multiplication operation between resuit operation and weighted matrix.
The SUM function return the summation value of all the elements of mai{tl ¢ K) ®

W) mxn- (0102 ... b,)o are the result ofnod value between summation result &id The main
goal is to modifyB; so that the modulo resulb . . . b,)» will be a secret bits data. If modulo
result already gives the value equals to secret data then no modification will be requized in
The numerical example of Tseng’s data embedding and data extraction procedure is shown in
Fig. 2.10. According to the principal, the result 8/ M ((B; & K) ® W) mod 2" equals to
data bits. In Fig. 2.10 it is shown that the modulo resultdis, which is not equal to data
(5)2. So, modification ofB; to B. is required during data embedding. The modification will be
done at thel-th location of B; that has been calculated using equation (2.63). Hete,1, so
complement the pixel value at locati@h|[z, y], if W{z,y] = d (hereW[1,1] = 1, soB,[1, 1]

is flip to 0 and getsB.[1, 1] = 0).

Since sender modify each block of image matrix so that each block has to follow the main prin-

ciple of data hiding using weighted matrix stated in equation (2.63). At the time of extraction,
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1|21z 1]olo 1|73
g.=- |1]1]0 - 1101 w= | 54| ¢é Data = 101011
! K= r=23bits
olz]o oli]o z|ls]5
1|2z 1|lolo 117]s3
1|10
SUM= @D [1]o]1 SIERIE
ol 1|0 al1|)o zlsl 5
ol ]2 1] 7| 3 ol 7| 3
ol 4] s
sUM o111 X |2]l4]l¢] = sum
olo|o zls|5 olojo

SUM = 20 =4 (mod 2"), Since (4)s 7 (101), then calculate d and modify B;to B';
d = (101)-(4)p = 1

ol 11 1 S0, 3 bits secret data (5); is embedded, now the extraction
Now, 8", = 11110 process is describe below
ol1]0
ol1|1 110]0 11713
sUM 1{1]0 €|—) 1|o] 1 ® 5| 4] &
ol1|0 ol1|0 2|55
1111 117 3 {73
— = (5 nod 8
cum | el 2] 1] & [=]4]s —suml| Lo]4]e = (5); (mod 8)
olol o 2l 5| s olol o Extracted

Figure 2.10: Numerical example of Tseng’s data hiding scheme
receiver calculaté U M [(B; & K) ® W] mod 2" to get the hidden message because each block

of B satisfies the principal. So, receiver will collect the secret data from the modulo result.

2.6.2 Fanetal's scheme

Fan et al. [14] suggested a weighted matrix based data hiding scheme using gray scale image.
An (m x n) integer weighted matrix}” will be shared by sender and receiver before data
communication. The criterion of preferrind” is that each element of matrix is arbitrarily
allotted a value from the combinati@f, 1,2,...,2"~! + 1) and each element appears at least
once inWW, wherer denotes the number of secret bits those will be embedded into each block
of cover imageB3;. Next, it will embedr data bits, say; b, . . . b, into image blockB; using the

following equation
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where® denotes entry-wise-multiplication operator ane-= 1,2,..., Ng, where N is the
number of blocks. The functioBU M (.) represents the modular summation of all the entries
of matrix (B; ® W). If d is equal to zero modul®” then B; is intact; otherwise, modifyB; to

B, to satisfy the following equation
SUM(B; @ W) = byb,...b,(mod 2") (2.65)

The receiver can derivig b, . .. b, by computingSUM (B; & W) (mod2"). The scheme in-

160|162| 161 1|21 3
_ Data = 101011

B = W = 1010

iT |160|160|162 45| 6 - = 4 bits
162|162 162 71 8] 3
160|162 161 1121 3 160 | 324 | 483

SUM 160| 160|162 ® 4|1 5] 6 = sum | | 640| 8oo | 972 | | = 6295

162 162] 162 718l 3 1134|1296] 486 = 7 (mod 16)

Since (1010), 7= (0111), then calculate d and modify B, to 8';
d= (1010); - (0111);= 3

160l 182| 162| So. 4 bits data (1010); is embedded, now the extraction
now B = process is given bellow.
i 160[160|162
162|162|162
160| 162|162 1| 21 3 160 | 324 | 486
sum | 160 160[162|(R)| 4 | 5 | & || = Sum| |60 |s00| 972 || = 6296
¢ = (10);5 (mod 16)
162 162| 1862 7l 8l 3 1134|1296 486 10

Here (1010), data has been extracted

Figure 2.11: Numerical example of Fan et al.’s data hiding scheme
creases the data embedding capacity in a block of size ) to |log,(2 x m x n)].
Example 2.6.1 The Fig 2.11 shows embedding and extraction process through a numerical
illustration. B; is the image block, which is performed sum of entry-wise-multiplication with the

weighted matrix¥l’) and we get the SUM which@95. Observe that6295 mod 16) = (7)10

which is not equals td bits secret data that i$1010),, so need to computé value using
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equation(2.64). Calculated = (10 — 7)1 = (3)10. Now B, is modified toB; by changing
the pixel valueB;(1,3) = 161 to B;(1,3) = 162. The location(1, 3) is chosen because of
W (1,3) = d. B} is now stego pixel block.

During extraction we perform only operation betweer; and W then find that the operation
satisfies the principal of data embedding as mentioned in equéiéd). So using modulo

operation the datd10),, has been extracted that is shown in Fig. 2.11. [

The key matrix(K') and weighted matriX\/') are used in Tseng’s scheme but in Li Fan’s
scheme they only use weighted matfhX’) (which may be considered as shared secret key).
Another difference is that, in Tseng’s schemeand ® operation are used but in case of Li

Fan’s work, only® operation is used.

2.7 Image Interpolation

Image interpolation is one of the simplest computational techniques for image enlargement.
This method normally generates high resolution image from its present resolution. The image
will be enlarged in size by adding extra pixels which is known as interpolated pixels. The in-
terpolated pixel is estimated by the help of present neighbor pixel values. At the time of data
hiding only interpolated or additional pixels are modified but non interpolated or original pixel
values are not effected. This technique is reversible and hidden data can be extracted success-
fully. Interpolation follows the technique of Nearest Neighbor Interpolation (NNI) where inter-
polated pixels are estimated by the nearest pixel value. In 2009, Jung and Yoo [26] proposed
a method of image interpolation named Neighbor Mean Interpolation (NMI), where additional
pixels are adjusted by adjacent pixel. In 2012, Lee and Huang [38] proposed image Interpola-
tion by Neighboring Pixel (INP) scheme where neighbor pixel values are calculated to set the
additional pixel values. In 2014, Tang et al. [57] proposed Capacity Reversible Steganography
(CRS) that calculate additional pixel values with the help of a proposed formula. The interpo-
lation technique is widely used in medical image processing, remote sensing and digital photo
film scanning method. Here Jung and Yoo's, Lee and Huang’s and Tang et al's. scheme has

been explained.
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2.7.1 Neighbor Mean Interpolation (NMI)

NMI calculates the mean of neighboring pixels and inserted into a newly allocated pixel using

image interpolation shown in Fig. 2.12. On the pikél, j), the pixelC(i, j) is calculated using

0 1 0 1 2
0 I(0, 0) I(01) 0 € (0,0) C(0,1) c(0,2)
1l rao | ran | coo | con c1,2)
(a) Original Image T 2 € (20) cn e 2
Interpolation N N _

l (b) Cover Image € .

0 1 0 1 2
0 152 161 - 0 152 156 161
! 185 158 ! 168 158 159
(a) Original Image I 2 185 171 158
(b) Cover Image €

Figure 2.12: Neighbor Mean Interpolation (NMI) scheme with an example

equation (2.66), whereé < ;7 < iandm andn,= 0,1,...,127. andk represents coefficient

value of scaling-up, here it is defined as 2.

1(i,5), ifi=km,j=kmn
(I(i,5 — 1)+ I(i,j+1))/k, ifi=km,j=kn+]1
C(i,7) =< UG —1,9)+I(i,5)/k, ifi=km+1,j=kn (2.66)
(Ii—1,j—1)+C(—1,5)
+C(i,5 —1))/(k+1), otherwise

Using NMI method, calculate a difference value using four non overlapping consecutive pixel

value using
d=C(kx+ 0, ky+9)—Clkx, ky), (2.67)

where0 < z,y < 127 andg, d is 0 or 1 andk is a scaling factor. Then the number of bits which

is possible to embed is calculated by
n = |log, |d|]. (2.68)
To embedh—bit the new pixelC" (4, j) is computed using
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C'(i,j) = C(3,j) + b, (2.69)

whereb is the integer value of bit secret data. To extract the hidden message equation (2.70)
has been used, whete< j; < ¢ andz, andy,= 0,1,...,127. andk represents coefficient

value of scaling-up factor, here it defined 2.

C' (,5) = (C' (G, 5) + C (i, 1)) /k, ifi=kaj=ky
C'(,5) = (C G, ) +C G, j+ 1)k, (fi=kaj=ky+1
b=< C'4,)—(C G,)+C G+1,0)/k ifi=ka+1l,j=ky (2.70)
C'(i,§) — (k.C'(4,5) + C (4,5 +2) /k
+C' (14 2,5)/k)/(k+ 1), otherwise

The PSNR in NMI approach is higher than 35 (dB) with high volume data embedded that is
4,25,199 bits.

2.7.2 Interpolating with Neighboring Pixel (INP)

In 2012, Lee and Hung [38] proposed reversible data hiding using Interpolation by Neighboring
Pixels (INP). In this method, using equation (2.71) generate the scaling-up image as proposed

by Jung and Yoo [26].

I(i,75), if i =k.m,j=kn
G =1+ T6 -1+ IG5+ 1)/k)/k,  fi=kmj=kn+1
C(i,J) = § UG—1,0)+UTG=1,5)+1(,5))/k)/k, if i = kam +1,j = kn (2.71)
+C(i,j —1))/(k+ 1)) /k, otherwise
0 1 2w/ 0 1 2 3 4 w
0y 152 | 161 | 161 Of 152 | 154:] 161 | 161 | 161
.l L]
1 :
) 185 | 188 | 188 1V g60 | 1573 167 | 164 | 167
| ;

.......................

h/2

(a) Original Image I h (b) Cover Image C

Figure 2.13: Interpolating with Neighboring Pixel (INP) with an example
In INP approach, they calculate the difference value between a pivot and its neighboring non-

pivot pixel. The greater the difference, greater the number of secret bits embedded. They use

66



Data Hiding Methodologies 2.7 Image Interpolation

(3 x 3) overlapping block to enhance the embedding capacity shown in Fig. 2.13. In INP
approach, they achieve payload between 1.29 to 2.27 (bpp) where PSNR varies 20.49 to 22.45
(dB) for different(512 x 512) image [38].

2.7.3 High Capacity Reversible Steganography (CRS)

The CRS algorithm works based on the equation (2.72), which takes some advantages of the
difference of similar properties neighboring pixels which are shown in Fig. 2.14. The CRS is

applied to produce én x n) cover imageC' from (m/2 x n/2) sized original image.

0 1 2 w2 0 1 2 " 0 1 2 v
] RS CEEEEEE 3 :
O| 185 | 161 | 156 Ol: 185 167 | 161 | 0 185 160 | 161
- i | ' i
] I . B
1 ' 110 :
y 192 | 188 | 158 Iy 164 172 165 '.: 162 160 | 165
| U R SR o CPPPPPY FRPPRS
[
2| 180 | 173 | 175 21152 | 179 | 188 |, 2| 152 | 179 | 188
h/2
(a) Original Image I h (b) Cover Image C h (c) Stego Image 5

Figure 2.14: Capacity Reversible Steganography (CRS) with an example

p
Lin = min{C(:,5),C(i +2,5),C(i,7 +2),C: + 2,5 + 2)}

Imaz = max {C(¢,5),C(i+2,7),C(:,7 +2),C(i + 2,5+ 2)}
AD = 38X Imiptlnas
C(i,5) = I1(4,5) (2.72)

Cliyj+1) = AD+(c(i,j)J2rC(i,j+2))/2

Ci+1,j) = ARHCENECEE2))/2

Cli+1,j+1)= (C’(i,j)+C(i+;,j)+C(i,j+1)7

where: = 2 xm,j7 =2 xn;mandn = 0,1,2,..., k. Then CRS calculate the difference
valued;, d, andd; pixelsC'(i, 7+ 1),C(i + 1,7) andC(i + 1, j 4+ 1) respectively. When the

differences are obtained then calculate the length of secret bit using
ng = |logydy |, k=1,2,3 (2.73)

Finally, stego imageé can be obtained using
5(i,3) = C(4,4)
SE,j+1)=C@G,5+1) b1
S(i+1,5)=C(i+1,j) — b2
Si+1,j+1)=C(i+1,7+1) —bs

(i,
E (2.74)
(
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wherei = 2xm,j =2xn;mandn =0,1,2,...,127. The extraction process is the reverse of
embedding process. Table 2.5 shows the comparison of existing image interpolation methods.

In CRS method they achieved average PSNR 33.85 (dB) with average payload 1.79 (bpp).

Table 2.5: Comparison of existing image interpolation methods

NMI [26] INP [38] CRS [57]
Image PSNR (dB) | Capacity (bpp)| PSNR (dB) | Capacity (bpp)| PSNR (dB) | Capacity (bpp)
Image 01| 32.82 1.12 32.96 1.81 32.35 2.20
Image 02 | 33.10 0.96 33.60 1.45 33.05 1.82
Image 03 | 31.65 1.28 32.24 1.97 32.42 241
Image 04 | 31.56 1.34 32.27 2.04 32.38 2.20
Image 05| 32.15 0.75 32.54 1.79 32.57 2.25
Image 06 | 29.70 1.91 30.22 2.13 30.66 2.02
Image 07 | 33.68 1.40 34.33 1.39 34.73 1.79
Image 08 | 33.70 0.94 34.31 1.42 34.65 1.57
Image 09 | 33.80 0.82 34.41 1.26 34.75 1.72
Image 10| 33.35 1.63 30.73 2.03 31.08 2.05

2.8 Dual Image based data hiding

Data can be hidden not only in a single image but also in a dual image. Dual-image techniques
have often been used recently. Dual image based data hiding technique can copy a cover image
into two similar stego images to enhance the overall embedding capacity. Furthermore, these
schemes can increase the security in data hiding schemes. Without two stego images being
simultaneously obtained, it is impossible for illegal persons to extract the complete secret mes-
sage. The concept of dual image based data hiding scheme can be treated as a special case of
secret sharing. In this section, we have discussed some recently developed dual-image based

data hiding schemes.

2.8.1 Chang et al.’s scheme

In 2007 Chang et al. [5] introduced dual image based data hiding technique. In this method, they
considered 4 bits secret data and converted it into two digitandw, in a base-5 notational
system. Then a pixel pajr:, y) has been considered from the cover image and embed two digits

within that pair. Two sets of stego pixel paits,y') and(z", ") are generated after modifying
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the pixel pair using the magic matrid/M). The element of\/ M belongs to [0, 4]. Two sets
of diagonal linesDL, and DL, are obtained through th& M. Each diagonal line has five

candidate elements and they intersect each others. The diagonal lines are computed using

(DL, = {MM(z+ 2,y — 2), MM(z + 1,y — 1), MM(z,y),
MM(zx—1,y+ 1), MM(x — 2,y + 2)}

DLy ={MM(z+2,y+2), MM(x + 1,y + 1), MM(z,y),
MM(x—1,y—1),MM(x -2,y —2)}

(2.75)

(
If the pixel valuesr or y is less than 2 or greater than 253 then pixel pair can not be used for
data embedding. In that situation, the stego pixel pairy' ) = (z,y) and(z”,y") = (z,y).
Embedding secret date, usingD L,, meansu; is mapped with the candidate elementof ;.
These mapping pixels are the stego pixel gairy'). Embedding secret data, using DL,

meansw, is mapped with the candidate element/of.,. This mapping pixels are the stego

pixel pair (z”, y").

At the receiver end, the magic matr{ M is known. So, the receiver can easily extract the
secret message from the stego pixel pairs using the magic nidtvixand recover the original

image using two sets of diagonal lin€¥7; and D75, which are calculated as

( D1y = {MM(z' + 2,y —2), MM(z' + 1,y — 1),
MM, y), MM(z' — 1,y +1), MM (z" — 2,y +2)}
DTy = {MM(z" +2,9" +2), MM(z" +1,y" + 1),
MM(z" y"), MM (z" —1,5" —1), MM (2" —2,y" — 2)}

(2.76)

The original pixel paifz, y) has been regarded as the pixel pair of the candidate element where
DT, and DT intersect. In this method, the embedding capacity is 1 (bpp) and PSNR is 45.11
(dB) for Stego 1 and 45.12 (dB) for Stego 2 image.

2.8.2 Lee and Huang’s scheme

In 2013, Lee and Huang [34] proposed a RDH scheme. based on orientation combination tech-
niques. Consider 5 bits from the secret message and get its decimal value. If the decimal value
belongs to range [16, 24] then that 5 bits secret data is possible to embed. During data embed-

ding, first convert 5 bits data into two digits andws in a base-5 notational system. Otherwise,
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4 bits data are to be embedded. So, convert 4 bits data into twodigaisdw, in a base-5 nota-

tional system. Then select a pixel pgit ¢) from the cover image and generate major pixel pair
(Pm, gm) @nd auxiliary pixel pai(p,, ¢.) wherep,, = p, = p andq,, = q, = q. Now, w, is em-
bedded within pixel paifp,,, ¢.») using a specified rule base and generate major stego pixel pair
(p,.,q,). Similarly, w, is embedded within pixel paifp,, ¢,) using a specified rule base and
generate auxiliary stego pixel pdis,, ¢,). After embedding secret data, pixel values increase

or decrease by at most 1. Then using a secret key bit stream distribute the pixel pair among
dual image. To enhance security, a key stréam k, ks . .., wherek; € {0,1}. If k;=1, then
(p,.,q,, ) is stored in the first stego image afd, ¢, ) is stored in the second stego image; |

0,then(p,, q,,) is stored in the second stego image &nd ¢, ) is stored in the first stego image.

At the receiver end, the receiver can fetch the pixel pair using key bits stream. Then retrieve
secret message bits using another specified rule. In this method, the embedding capacity is 1.07
(bpp) and PSNR is 49.76 (dB) for Stego 1 and 49.56 (dB) for Stego 2.

2.8.3 Chang et al.’s scheme

In 2013, Chang et al. [10] proposed a reversible data hiding scheme where data bits are embed-

ded based on the Magic matrix. Magic matfik})/ is computed using.
F(z,y) =(r+3 xy) mod 9 (2.77)

wherexz andy are two pixels and”(z, y) is referred as secret message. All elements of magic
matrix belongs to [0, 8]. Take a pixelfrom cover image and copy it intg. Then fetchn bits

secret data from secret message and convert it into decimal&arnwheren = 4. Then check

the decimal valuéec is equal to 8 or not. Iflec = 8, then embed: bits data otherwise embed

(n — 1) bit data. Then check the element of the magic matrix of the corresponding pixel pair.
If it is equal to secret data then the stego pixel pair is same as the original pixel pair. Otherwise
replace the current pixel pait, y) by a pixel pair whose element of the magic matrix is equal

to secret data. The stego pixel péif,y') is produced by changing at mdsin current pixel

pair (z,y), wherek € [0,4]. The pixelz’ is stored into the first stego image and the pixab

stored into the first stego image. If the pixeis increased by then the pixely is decreased by

70



Data Hiding Methodologies 2.8 Dual Image based data hiding

k. On the receiver side, receiver can extract the secret message using the following equation
dec = (' +3x 1) mod 9 (2.78)

Then we check the decimal value which is greater than 7 or not. If it is greater than 7 then
convert it inton bits binary form otherwise covert inta: — 1) bits binary form. The original

pixel is recovered by computing the average of two stego pixels. In this method, the embedding
capacity is 1.53 (bpp) and PSNR is 39.89 (dB) for Stego 1 and 39.89 (dB) for Stego 2.

2.8.4 Luetal’s scheme

In 2015, Lu et al. [45] proposed a data hiding technique based on central folding strategy. First
selectn bits data from secret message and convert it into decimal f#xm To avoid image
distortiondec is reduced by central folding strategy and genetate asdec = dec — 2.
Wheredec is a folded secret symbol andis the number of bits. Whetfec < 2771, dec was
represented as a negative number. Wihen= 2"~!, it was represented as 0. Whéw: > 2!

it was expressed as a positive number. Now, take a pikedm the original image and embed

secret digitlec . So, the stego pixel pair andz" can be calculated using the following formula

I/:$+Ldegcj

, (2.79)
g’ =z [
The pixelz' is stored into stego imags and the pixel:” is stored into stego imags. Secret
data can not be embedded into those pixels which do not belong to the[2ange56 — 2 1.
During data extraction, first we check whether stego pixetsdz" are equal or not. If they are
equal and do not belong to rang—!, 256 — 2"~!] then there is no secret message. Otherwise
secret message is extracted from stego pixels. First calculate the diffekenemddec using

the following equation.

dec =1 — 2" (2.80)
dec = dec + 2F1 .

The original pixel is recovered by computing the average of two stego pixels using the formula.
x, + x”
2

r=

| (2.81)

In this method, the embedding capacity is 1 (bpp) and PSNR is 49.89 (dB) for Stego 1 and
52.90 (dB) for Stego 2 image whén= 2.
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2.8.5 Comparison of existing schemes

Table 2.6: Comparisons of existing dual image based data hiding methods

Methods Measures Images

Lena | Peppers| Boat | Goldhill | Zelda | Baboon
PSNR(1) 4512 | 4514 | 45.12 45.13 4513 | 45.11
PSNR(2) 4513 | 4515 | 45.13 45.14 4511 | 45.13

PSNR(Avg.) | 45.13 | 45.15 | 45.13 45.14 4512 | 45.12

Capacity(bpp) 1 0.99 1 1 0.99 0.99
PSNR(1) 49.76 | 49.75 | 49.76 49.77 49.77 | 49.77
PSNR(2) 49.56 | 49.56 | 49.57 49.57 49.58 | 49.56

PSNR(Avg.) | 49.66 | 49.66 | 49.67 | 49.67 | 49.68 | 49.77

Capacity(bpp)| 1.07 1.07 1.07 1.07 1.07 1.07
PSNR(1) 39.89 | 39.94 | 39.89 39.9 39.89 | 39.91
PSNR(2) 39.89 | 39.94 | 39.89 39.9 39.89 | 39.91

PSNR(Avg.) | 39.89 | 39.94 | 39.89 39.9 39.89 | 39.91

Capacity(bpp)| 1.53 1.52 1.53 153 153 | 1.53
PSNR(1) 52.11 51.25 | 51.11 52.11 52.06 | 52.04
PSNR(2) 41.34 | 4152 | 41.57 41.34 41.57 | 41.56

Chang et al. [5]

Lee and Huang [34]

Chang et al. [10]

Qin et al. [52]
PSNR(Avg.) | 46.72 | 46.39 | 46.84 | 46.72 | 46.82 | 46.80
Capacity(bpp)| 1.16 1.16 1.16 1.16 1.16 1.16
PSNR(1) 49.89 | 49.89 | 49.89| 49.90 | 49.89 | 49.89
PSNR(2) 5290 | 5292 | 52.90 | 5290 | 52.88 | 52.87
Lu et al. [45]

PSNR(Avg.) | 51.40 51.41 51.40 51.40 51.39 51.38
Capacity(bpp) 1 0.99 1 1 0.99 0.99

Table 2.6 shows the comparison of existing dual image based data hiding methods. We
observed that Chang et al.’'s method [5] and Lu et al.'s method [45] has same payload 1 (bpp)
but the average PSNR of Chang et al. method [5] is lower than Lu et al’s method [5]. The
average PSNR of Lee and Huang method [34] is 49.66 (dB) and payload is 1.07 (bpp), which
is more than Chang et al.'s method [5]. In Chang et al.'s method [10] the payload is 1.53 (bpp)
which is greater than Lee and Huang’s method [34] but the PSNR is 39.90 (dB) which is lower
than Lee and Huang’s method [34]. Qin et al.'s method [52] has higher PSNR 46.72 (dB) than
Chang et al.'s method [10] but the payload is 1.16 (bpp) which is lower than Chang et al.’s
method [10]. Fig 2.15 shows the comparison graph among existing dual image based reversible

data hiding methods.
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Figure 2.15: Comparison graph of existing dual image based data hiding schemes

2.9 Steganalysis and Steganographic Attacks

The art of discovering a secret message within a suspected image is called steganalysis. The
goal of steganalysis is to gather enough evidence about the presence of embedded message and
to break the security of its carrier. The importance of steganalytic techniques that can reliably
detect the presence of hidden information in images is increasing. Most data hiding schemes
leave some clues to detect the hidden message from stego media, those are not perfectly secure.
The steganalyst try to find out the presence of message within stego media in various ways. The
way is divided into two categories-Targeted and Blind. Some of targeted steganalysis are Visual
attack, Statistical attack and Structural attack etc. and one of the important blind steganalysis is
RS analysis [16].

2.9.1 RS Analysis

The RS analysis was proposed by the J. Fridrich [18]. It is the first quantitative analysis of LSB
steganography. In RS analysis method, first the stego image is divided into disjoint gfrofips

n adjacent pixel§z,, ..., x,). Each pixel value is in a sét thatisP = {0,1,...,255}. Here

each group consists of 4 consecutive pixels in a row. A discrimination fungttbat returns a

real numberf(xy,...,x,) € R to each pixel grougr = (x4, ..., x,). The main goal is the use

the discrimination function to identify thEBmoothnessor Regularity of each group of pixels
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G. The discrimination functiorf is defined as follows

n—1
fln ) = |z — (2.82)
=1

An invertible functionF’ which operates o is calledflipping . Flipping consists of two-cycles
which permutes the pixels value. S8? = Identity or F(F(z)) = x for all = belongs toP.
Flipping the LSB of each pixel value and the corresponding permutdtiois 0 <« 1,2 <
3,...,254 < 255. Another function, named shift LSB flipping and treatedfas. So, the
permutationf’ :(—1) < 0,1 < 2,...,255 < 256. In other words,F; flipping can be

defined as below
F i(z)=F(z+1)—1, for all x. (2.83)

There are three types of grouBggulargroups,Singulargroups andJnusablegroups which
are defined depending on the discrimination functi@and the flipping operatiof’. Depending

on the condition groups are defined below.

G € Regular if f(F(G)) >
G e Singular if f(F(G)) < f(G) (2.84)
G € Unusable if f(F(G)) = f(G)
where, F(G) = (F(x1),...,F(z,)). The flipping operation will be executed with the help
of a mask value\/ which is an tuples with values -1, 0, and 1. The flipped gratip (G) is
defined asFy,(1)(x1), Far(2)(22), ..., Far(n)(zn). The RS analysis based on analyzing how
the number of regular and singular groups changes with the increased message length embedded

in the LSB plane. Then calculate the value of RS analysis using the following equation.
(|Rv — R-m| + |Sv — S—m)/(Ras + Sr) (2.85)

where,R); andR_ ), is the total number of regular group with maskand— M respectively.
Sy and S_,, are the total number of singular group with makkand — M respectively. |If
value of Ry; ~ R_,; andS,; ~ S_,/, then the method is secure. Also, when the value of RS

analysis is close to 0 that means the method is secure.

2.9.2 Relative Entropy

To measure the security of a data hiding method one can calculate relative entropy (the dif-

ferences) between the probability distribution of the original image and the stego image which
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has been calculated by following equation (2.86). kgtandq, be probability measures for
original image!/ and stego imagé respectively. The relative entropy distanbgsS||7) (also

known as Kullback-Leibler distance) is defined as follows

D(S|IT) = gulx log )) (2.86)

when relative entropy between two probability distribution functions is zero then the system is
perfectly secure. [¥||]) is a nonnegative continuous function and equals to zero if and only if
pm @ndg, coincide. Thus DS||7) can be naturally viewed as a distance between the measures
pm @ndg,,. Relative entropy of the probability distribution of the original imdgand the Stego
imagesS vary depending upon number of bits of secret message. When the number of characters

in the secret message is increasing, the relative entropy is increasing.

2.9.3 Statistical Analysis

When two variables are considered in a bivariate data, say these two variables to be correlated
if the change in the value of one is related to the change in the value of other. Correlation may

be of two types:

(7) Ifthe increase in the value of one variable brings on average the increase in the value of the

other variable, then these two variables are said to be positively correlated.

(77) If the increase in the value of one variable brings on average the decrease in the value of

the other variable, then these two variables are said to be negatively correlated.

In a scatter diagram, in most of the cases, it is noticed that the points plotted in a diagram are
more or less concentrated in the neighborhood of a curve which is called regression curve. In
the case of simple regression that is when the two regression curve are linear then their degree of
collinearity is measured by a quantity known as correlation coeffi¢igtt) and it is generally

denoted by,,,.

Let (x1,41), (2, 2), - .., (zn, yn) be a set of pairs of observations in a bivariate distribution
having two variables andy. Then the correlation coefficiept,, between the two variables
andy is defined as follow.

Couv(z,
pay = L0EY), (2.87)

Oz, Oy
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(x; — z)(y; — y) is called the co-variance between () andz =

Sl=

where,Cov(z,y) =

=1

LN %,y = L3 y. Hereo, ando, are the standard deviatioit' D) of z; andy;, i =
=1 =1

1,2,...,n. ax:,/%Zx%—a_ﬂandayz\/%Zy,?—??-

2.9.4 Histogram Attack
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Figure 2.16: Example of Histogram Attack

A new steganalytic attack has been proposed by Jeremiah J. Harmsena [22] in 2003. The
attack based on the fact that noise adding in the spatial domain corresponds to low-pass filtering
of the histogram. Histogram of cover image is representekl whereas histogram of stego
image is represented &s The change of histogram can be measured by

255

Dy =Y |hy = b (2.88)
m=1

For example, Fig2.16 describes the histogram of the cover image and stego image and their
difference histograms. The stego image is produced from cover image employing the maximum

data hiding capacity.
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2.9.5 Brute Force Attack
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Figure 2.17: Example of Brute Force Attack

To retrieve the secret data from stego image adversaries may guess the required parameters
on trial and error basis. The scheme will be secure if it prevents retrieval by possible malicious
attacks. For example, consider the Fig17 which shows the example of getting noise like
secret data when applied wrong parameters to revel the hidden message. The scheme should
be designed in such a manner that if the malicious attacker holds the original image and stego
image and is fully aware of the proposed scheme, the hidden message still cannot be correctly

revealed without knowing the required parameters.
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Chapter 3

Reversible Data Hiding (RDH) using

Hamming code

79






RDH using Hamming code 3.1 Introduction

3.1 Introduction

Communication through data hiding is useful in various applications such as copyright protec-
tion, covert communication, content authentication, forensic tracking, tamper detection, own-
ership identification and many other human centered approaches. Reversible data hiding is
attracting much attention from the researcher due to its progressive applications in different ar-
eas like health care, military communication and law enforcement. In recent years, the demand
of efficient, secure and reversible hidden data communication is increasing. In the literature,
it is found that no such schemes exist, where reversibility has been considered in data hiding

through Hamming code.

In this chapter, secret message bits are embedded within LSB of the cover image through
error creation caused by tamper in any position except secret position and error position has
been detected at the receiver end with the help of Hamming code. Here, two different Ham-
ming code based data hiding approaches are proposed. The first approach is irreversible data
hiding scheme through Hamming code using single image and other one is reversible data hid-
ing scheme through Hamming code using dual image. In single image approach, one shared
secret position has been used during data embedding and extraction. Where as in dual image
approach, one shared secret position and one shared secret key have been used for data embed-

ding and data extraction.

In the first approach, secret message bits are embedded within LSB layer of cover image
through error creation. Errors are created in two different bit positions of a row in LSB block
where one is at the secret position and other one at a suitable location for error creation. The
suitable location is the position of a row in LSB layer which is opposite of the data bit. That
means if the data bit is 1 then the position of a row in LSB layer which contain 0 is the suitable
location or vice versa. The receiver can successfully retrieve the secret message using shared
secret position, but it is hard for an adversary to retrieve the secret message without secret key
because errors have been created in two different places in a row of LSB block which is also
hard to detect through Hamming code. To enhance embedding capacity, three LSB layers (LSB,
LSB+1 and LSB+2) have been used to embed secret message bits within cover image. The re-

ceiver can detect and correct the error with the help of Hamming error correcting code. This
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is a partial reversible data hiding scheme using Hamming code (PRDHHC) where receiver can

recover Hamming adjusted cover image but cannot recover original cover image.

In the second approach, reversible data hiding schemes using Hamming code (RDHHC) have
been proposed using dual image. In this approach, one shared secret position and one shared
secret key has been used. The shared secret position is used to create error in a row of LSB layer
and shared secret key is used to distribute stego block between two stego images. To achieve
reversibility through dual image, two indexes (Index 1 and Index 2) have been introduced to
choose redundant bits from each row of LSB layers. The RDHHC provides secure hidden data
communication using Hamming code where receiver extracts secret data and recovers original
image successfully. To enhance the data hiding capacity, three LSB layers (LSB, LSB+1 and
LSB+2) have been used. All these proposed methods can create errors in two different locations
in every row of LSB layer and the receiver can detect and correct the error at data embedding
position with the help of Hamming error correcting code. Dual image is used to recover the

original cover image successfully after extracting secret messages.

Four data hiding schemes have been proposed in this chapter. Two partial reversible data
hiding schemes have been proposed using single image where LSB layer and three LSB layers
(LSB, LSB+1, LSB+2) are used for data hiding. The payload of these two schemes are 0.142
(bpp) and 0.426 (bpp) for LSB and three LSB layers respectively. But these single image based
schemes are not reversible. To achieve reversibility, another two methods have been proposed
using dual image where two indexes (Index 1 and Index 2) are introduced to choose redundant
bits from each image. Both one LSB layer and three LSB layers are also used to hide data
through error creation. The data hiding capacity is same as that of the previous schemes. The
advantage of dual image based data hiding is that without having two stego images simulta-
neously it will be hard to the adversary to retrieve secret data. This is a special case of secret

sharing.
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3.2 Partial Reversible Data Hiding using (7,4) Hamming Code
(PRDHHC)?!

In this section, a Partial Reversible Data Hiding scheme using (7,4) Hamming Code (PRDHHC)
with secret position«) has been proposed. In this scheme, the original cover iffades been
partitioned into(7 x 7) pixel block and LSB has been collected. Then redundant bits2*

and4'™ positions) of each row has been adjusted using odd parity. Repeat this process for all
(7 x 7) blocks of cover image and generate parity adjusted cover if@geNow calculate the
secret positiom = (6 mod 7) + 1, whered is a shared secret key. The bit at the secret position

is complemented first then find a suitable location to insert data bit through error creation at any
bit positions except the secret position. For the next rowstisaipdated by the data embedding
position (v) of the previous row. Repeat this process to embed secret message bits within the
selected block. For each new block, thés updated by, ;1 = (k; X § X w) mod 7 + 1,
wherei =0, 1, 2, 3, ... N, andNg is the number of blocks. Continue this process to embed

all secret data bits within the cover image and produce stego image.

At the receiver end, the LSBs ¢f x 7) block of stego image has been considered and com-
plement the bit at the secret positiot) (vhich is calculated using = (§ mod 7) + 1, where
0 is a shared secret key. Then apply Hamming error correcting code to detect the error position
for secret data bit. After finding the error, fetch the data bit from the error locatipar(d this
(w) has been considered as the secret positigtiof next row. Before proceeding to the next
row, complement the bit at the error locatian) o recover Hamming adjusted cover image.
The extraction process will be stopped when receiver found the error afibgtion only. The
proposed PRDHHC scheme extracts hidden message and recovers Hamming adjusted cover im-
age successfully by complement bits at bothAhendw positions but can not recover original
cover image, that is to say, the scheme is partially reversible. As per Kirchhoff’s principle, ev-
eryone knows the algorithm but the secrecy depends on the key. In this scheme, a shared secret

key (9) is applied to enhance security through Hamming code based data hiding scheme.

IMinor Review Submitted irMultimedia Tools and Application, Springer, Impact Factor 1.346, with title

Partial Reversible Data Hiding Scheme using (7,4) Hamming Code
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An adversary can find the secret position by trial and error method without knowing secret
key d, because the secret position values lie within 1 to 7 only. But in every block, a new secret
position has been assigned. As a result, {0512 x 512) image the total number of blocks are
[32] x [22] = 73 x 73 = 5329. So, number of trials required to find secret positions for every

block are5329 x 7 = 37, 303.

Without secret position it is hard to retrieve hidden message by applying Hamming error
correcting code because it cannot detect multiple errors in a single row. Here, we assume that
one can use more than one secret positions in a single row of each block and in every row the
secret positiorix) is updated by applying predefined formula; = ((k; x §) mod 7) + 1,

where/ is a shared secret key. The possible number of secret positions are given below:

Corollary 3.2.1 In each block, the number of secret positions@dravhen more than one secret

positions are considered in a single row. O

Corollary 3.2.2 The secret positions has been updated for every row of each blocksing
((k; x 0) mod 7) + 1, whered is the shared secret key. The number of blocks (max n)

image arem x (n/7). O

Corollary 3.2.3 Total number of secret positions ate x (n/7) x 7!, For example, In 512 x
512) image the number of possible secret positions(ate x 512/7) x 7! = 37376 x 5040 =
188, 375, 040. O

3.2.1 Data Embedding Process

The schematic diagram of proposed PRDHHC data embedding scheme is shown 3nlFig.
The original image is shown in Fig.1(a). The corresponding gray value @fx 7) pixel block

and their LSBs are shown in Fig.1(b) and3.1(c) respectively. The redundant bits, r, and

r3 are adjusted using odd parity which is shown in the Bid(d). During data embedding, a
shared secret keyis used to calculate secret positiomsingx = (§ mod 7)+ 1. The data bit
embedding and secret position updating process are shown i3.F{d.). Here, bit in orange

color represents the bit modification for secret position and bit in green color represents the
bit modification for secret messagg./0) represents the previous/changed bit in that position

shown in Fig.3.1. After that a final LSB matrix of the stego image is produced which is shown
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Redundant bits are

Figure 3.1: The schematic diagram of data embedding process in PRDHHC
in Fig. 3.1(¢g). The LSB matrix is finally updated into stego image. The following algorithm

(Algorithm 1) describes the data embedding process.

3.2.2 Data Extraction Process

At the receiver end, the stego image has been partitioned into blocks of siz&) (pixels and
then collect LSBs. The corresponding stego image, their pixels of first block and corresponding
LSB matrix are shown in Fig3.2(a), 3.2(b) and3.2(c) respectively. Here, consider that the

secret positionA) is 3 which is calculated using shared secret KeyThe extraction process
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Input: Original imagel, Secret message bif3 and a shared secret kéysecret positiom is calculated using<) = (6 mod 7)+1;
Output: Stego images ;
Step 1: Partition the original imagé into (7 x 7) pixel block and repe&btep 2for each block;
Step 2: count = 1;
fori=1to7do
Apply odd parity to adjust redundant bits;( o andrs) for i*" row of LSB matrixR;;
end
Step 3:
for i=1to 7do
(a) Complement thet” position ofit” row of R; ;
(b) Embed theD couns in it row of R; through error creation
if Dcount == 0then
Create an error by complement at any suitable positionof R; which contain 1 except position;
end
{* When suitable position is not available *}

if ((Decount == 0) & it" row of (R; == 0)) then
| Setw «+ 1;

end
if Deount == 1then
Create an error by complement at any suitable positionof R; which contain 0 except position;
end
{* When suitable position is not available *}

if (Dcount == 1) & i*" row of (R; == 1)) then
| Setw «— 7;

end

(c) k is updated by for data embedding in next row @t;;

(d) count = count + 1;

end

Step 4: If all data bits are embedded then g&tep 5 otherwise, select new blodk; = R;; and gotoStep 3using
Kit1 = (ki X 6 X w) mod 7+ 1,where;=0,1,2,3,... Ng, andNp is the number of blocks;

Step 5: Update image matri®® according to modified?; matrix to produce the stego image;

Step 6: End;

Algorithm 1: Data embedding process of PRDHHC

from the first row of the first block and extracted secret message bits are shown hXif).

The Hamming adjusted recovered LSBs of cover image is shown in3Fige). Final recov-

ered Hamming adjusted cover image is shown in the Big(f). The extraction process will

be stopped when the receiver finds an error aktlueation. It is possible when no data bits are
embedded at the sender site and receiver try to find out the error after complementing the bit at
thex location. Naturally, error has been found at thecation only. After extracting the secret

data bits, receiver complements both position bits, one for secret position and another for the
data embedding position, which generates hamming adjusted cover image. The bits changed

using odd parity are not fully recovered at the receiver end, that is to say, this scheme is partially
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Figure 3.2: The schematic diagram of data extraction process in PRDHHC

reversible. The message extraction process is described using Alga@rithm

Time Complexity: The time complexity of this proposed data embedding and extraction algo-
rithm are calculated here. During adjustment of three redundant bits using odd parity within a
selected block it is required to traverse thrice in a row which takes7) times. For a block it
takes(3 x 7 x 7) and for a {n x n) image it takeg3 x m/7 x n/7) times. So, the required time
complexity of this algorithm i€ (mn) as statedbtep 2in Algorithm 1. Now, to embed secret
data bits in LSB again it visit each 7 bits in a row twice, one for finding secret position and an-
other for finding secret message bits position. So, it tékesr) for each row and2 x 7 x 7) for

a block. Hence, the required time complexity fot x n) image is(2 x m/7 x n/7) = O(mn).

The total time complexity during data embedding is equal 0O (mn) = O(mn).
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Input: Stego imageS, shared secret key.
Output: The secret message bits Hamming adjusted cover image
Step 1: Divide the stego imag#' into (7 x 7) blocks and convert each block into LSB matfx, wherel = 1,2, ..., (m/7 X n/7),
Calculatex = (§ mod 7) +1
Step 2:
for i=1to 7 do
(a) Complement the bit at the” position ofit” row in S; matrix ;
(b) Find error position) using odd parityr(; 3y < S; wherer is the redundant value calculated by odd parity;
(¢) w « decimal(r(1x3)), Wherew indicate data embedding position;
if (w#0)& (w# k))then
‘ D; — Sj(w);
end
{* For no error found* }
if ((w==0)&(S; == 0)) then
| Diesi)w
end
{* For no error found* }
if ((w==0)&(S; ==1))then
| D smiw T
end
{* For stop execution *}
if (w== k) then
‘ gotoStep 4
end
{* When no data bits are embedded through error creation, Sdw == k) *}

(c) Complement bit at the error location;

(d) » is updated by error positiory;

end

Step 3: SelectS; = S;1 gotoStep 2using new secret position; 1 = (k; X 6 X w) mod 7+ 1,wherej=0,1,2,3,... Np
and N g is the number of blocks.;

Step 4: End;

Algorithm 2: Data extraction process of PRDHHC

The time complexity to calculate the syndrome value in Hamming +1 and in Hamming +3
schemes i€©)(mn). But to detect and correct the errors using Hamming error correcting code,
it takesO(mnlog(mn)). So, the total time complexity in Hamming +1 and in Hamming +3
schemes i©)(mn) + O(mnlog(mn)) that isO(mnlog(mn)). For the image of the same size
of row and column, that is» = n, the complexity will beO(n?log(n)) which is same with
our approach. At the time of extraction, we simple find the location of secret position and then
apply Hamming error correcting code to find the data embedding position. To find the secret

position in a row of a selected block, it required only seven comparisons and(far-an)
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image block it tookgm /7 x n/7) = O(mn). Then to find the error using Hamming error
correction code, it has the time complex@®(mn log(mn)). So, the total time complexity is

O(mn) + O(mnlog(mn)) to extract the hidden data and recover the partial cover image.

3.2.3 Experimental Results and Comparisons

The gray scale image of siZ&812 x 512) pixel has been used as cover image in this experiment

which is shown in Fig3.3. Distortion of stego image from cover image can be evaluated by

‘ (a) Lena (b) Barbara (c) Tiffany (d) Peppers (e) Gold hill ‘

(A) Standard cover images of size (512 X 512)

‘ (a) Lera (b) Barbara (c) Tiffany () Peppers  (e) Gold hill ‘

(B) Stego images of size (512 X 512)

Figure 3.3: Standard cover images and generated stego images in PRDHHC

means of two parameters namely, Mean Square Eib§ ') and Peak Signal to Noise Ratio

(PSNR). The MSE is calculated using

53 (ali ) — (0, 9))?

MSE = == , (3.1)
mXn

wherem andn denote the total number of pixels in the horizontal and the vertical dimensions
of the imagex(i, j) represents the pixels in the original image ad j) represents the pixels
of the stego image. The Peak Signal to Noise R@li6 N R) is calculated by

2552

MSE (3.2)

PSNR =10 loglg
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Table 3.1: PSNR(dB) of stego image with data embedding capacity in PRDHHC

Cover imagg 1) Secret data (bits) PSNR (dB) | Avg. PSNR (dB)
4,096 61.68

Lena 612 x 512) 16,384 59.09 59.55
37,376 57.89
4,096 61.09

Barbara $12 x 512) 16,384 59.25 59.43
37,376 57.97
4,096 61.81

Tiffany (512 x 512) 16,384 59.01 59.53
37,376 57.77
4,096 61.39

Pepper§12 x 512) 16,384 59.21 59.29
37,376 57.28
4,096 60.71

Gold hill (512 x 512) | 16,384 59.16 59.23
37,376 57.83

Table 3.2: PSNR(dB) of images before and after data embedding in PRDHHC

Cover imagg ) PSNRof ( & S) | PSNRof ( & C) | PSNRof C & S)
Lena(512 x 512) 57.89 52.45 54.58
Barbara(512 x 512) 57.97 51.52 53.58
Tiffany (512 x 512) 57.77 52.48 54.57
Pepper(512 x 512) 57.28 51.97 53.43
Gold hill (512 x 512) | 57.83 50.82 52.23

Higher the values of PSNR, better the image quality. The analysis in terms of PSNR between

original image and stego image has given promising results which are shown in Table 3.1.

The PSNR of this scheme is nearer to 57 (dB) which is measured after embedding 37,376
bits within (512 x 512) images. Again, the quality of images are measured after redundant
bits adjustment and data embedding. The cover injages produced after redundant bits ad-
justment and stego imadé') is produced after secret bit embedding within the adjusted cover
image. The original cover imagdé), stego imagés) and redundant bits adjusted cover image
(C) are considered to study the analysis which are shown in Table 3.2. In this experiment, it
has been observed that PSNRGf& S) is more than PSNR off/ (& C'), which implies that the
guality is not degraded much when data bits are embedded during error creation with respect to

the changes made during redundant bits adjustment. It is found that redundant bits adjustment
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cost is more than the error creation for secret data bits. {PI8NR of ( & C) - PSNR of ( &
S)} is the effect of redundant bits adjustment §RENR of C' & S)- PSNR of ( & S)} is for
changes made due to data embedding. The probability of the recovered and unrecovered bits

during data extraction has been explained below:

Consider the size of the block is (7 x 7), redundant bits in each blocks afg (7 x 3)
and data bits in each blocks afg (7 x 4). The maximum possible number of bits changes in
a block during odd parity adjustment afg (7 x 3). The maximum possible number of bits
changes in a block during error creatior(ig (7 x 2), because two errors are created in every
row of the block, which are recovered during data extraction. So, the probability of unrecov-
ered bits are% = % = 21 =0.43 and the probability of recovered bits after data extraction is
2—320.57. In Hamming +1k + 1 bits of message are embeddedinpixels and in Hamming
+3 schemesk + 3 bits of message are embeddedfn— 1 pixels. For an example, 7 bits of
message can be embedded within 64, 49, 15 pixels in Hamming +1, our approach and Hamming
+3 respectively. So, our approach is better than Hamming +1 but worse than Hamming +3 in

terms of data embedding rate.

The visual quality of this approach is compared with Westfeld’s Matrix Coding [67], Zhang
et al.'s Hamming+1 [73], Kim et al.'s Hamming+3 [29], Kim et al.'s DHHC scheme [28] and
Lien et al’s DDHHC scheme [41] which are shown in Table 3.3.

Table 3.3: Comparison of PRDHHC with other existing schemes in terms of PSNR (dB)

Cover imagg1) Matrix Coding | Hamming 4 | Hamming#8 | DHHC | DDHHC | PRDHHC
Lena(512 x 512) 56.05 52.43 48.22 31.95 37.96 57.89
Barbara(512 x 512) 54.65 48.60 48.22 31.95 37.90 57.97
Tiffany (512 x 512) 53.40 47.46 48.20 31.49 35.43 58.77
Pepper(512 x 512) 54.01 47.26 48.20 31.89 37.37 58.28
Gold hill (512 x 512) | 57.02 53.73 48.21 31.94 37.97 57.83

In DHHC and DDHHC schemes they use MPSNR to calculate visual quality as they used

halftone images in their experiment but gray scale images are used in our proposed scheme.

Again five gray scale images of sizel2 x 512) has been used to compare visual quality with

Westfeld’s Matrix Coding (MC) [67], Zhang et al.'s Hamming+1 [73], Kim et al.'s Hamming
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+3 [29] schemes, Nearest Code (NC) [8], and Cao et al.'s Scheme [4] shown in Table 3.4

Table 3.4: Comparison of PRDHHC with recently developed scheme in terms of PSNR (dB)

Images MC HammingHd | NC Hamming$ | Cao etal’s Scheme PRDHHC
Lena(512 x 512) 56.05 | 52.43 47.02 | 48.22 51.14 57.89
Barbara(512 x 512) 54.65 | 48.60 47.01 | 48.22 51.15 57.97
Tiffany (512 x 512) 53.40 | 47.46 47.03 | 48.20 51.15 58.77
Pepper(512 x 512) 54.01 | 47.26 47.02 | 48.20 51.14 58.28
Gold hill(512 x 512) | 57.02 | 53.73 47.02 | 48.21 51.14 57.83

It is observed that PSNR of PRDHHC is more than other existing schemes which is nearer
to 58 (dB). The PSNR i4.84 (dB) more than Matrix Coding anth (dB) more that Hamming
+3 and Nearest Coding. Also, PRDHHC has been compared with most recently developed Cao
et al’s scheme [4] published in 2016 and shown that the PRDHHC is 6 (dB) more than that.
Hamming 8 is lower PSNR than Hammingl+due to the higher embedding capacity which is

shown in Table 3.4.

70
Comparison Graph (PSNR)
60 57.89 57.97 58.77 58.28 57.83
50 -
g B Matrix Coding
o 40 - B Hamming +1
= B MearestCode
30 -
w B Hamming +3
20 -
A M Caoetal's
Scheme
10 - = PRDHHC
o -
Lena Barbara Tiffany Pepper Goldhill

Figure 3.4: Comparison graph of PRDHHC with existing schemes in terms of PSNR (dB)

From the Fig.3.4, we concluded that after embedding maximum number of bits within the

cover image, the PSNR in PRDHHC scheme is more than other existing schemes. As a result,
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visual quality of proposed PRDHHC is better than other existing schemes.

3.2.4 Steganalysis

Steganalysis is the art of discovering whether or not a secret message exists in a suspected
image. Steganalysis does not however consider the successful extraction of the message. Here,
we have analyzed our generated stego image using RS analysis, statistical analysis and compute

the results of relative entropy.

3.2.4.1 RS Analysis

The results of RS analysis shown in Table 3.5. After embedding 37,376 bits within LEha (

512) image it is observed that the valuesif, = 6304,R_,,; = 5947,5,, = 4983,5_,, = 5029

and the corresponding RS value is 0.0357 which is nearly equal to zero. ThugyueR_ ),

andsS); = S_,, is satisfied for the stego image in this scheme. The experimental result of other
tested images also satisfing the said rules for RS analysis. So, the proposed method is secure

against RS attack.

Table 3.5: Experimental results of RS analysis in PRDHHC

Cover imagg(I) Data (bits) | Stego imagésS)
Ry R_y | Su S_m | RSvalue
4096 7118 | 7107 3551 | 3594 | 0.0051
Lena(512 x 512) 16384 6768 | 6851 | 3944 | 3895 | 0.0123
37376 6304 | 5947 4983 | 5029 | 0.0357
4,096 5627 | 5607 | 4067 | 4098 | 0.0011

Barbara(512 x 512) 16,384 5563 | 5476 | 4291 | 4337 | 0.0135
37,376 5636 | 5439 | 4717 | 4589 | 0.0314
4,096 5897 | 5875 5076 | 5131 | 0.0070
Tiffany (512 x 512) 16,384 5893 | 5815 | 4960 | 5105 | 0.0205
37,376 6018 | 5813 5107 | 5313 | 0.0369
4,096 6458 | 6451 6312 | 6213 | 0.0083
16,384 6325 | 6236 6102 | 5824 | 0.0295
37,376 6304 | 6076 6015 | 5814 | 0.0348
4,096 5002 | 4996 5044 | 4965 | 0.0084
16,384 5012 | 4876 5003 | 4856 | 0.0282
37,376 5468 | 5252 5124 | 4954 | 0.0364

Pepper(512 x 512)

Gold hill (512 x 512)
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3.2.4.2 Relative Entropy

The results of relative entropy are shown in Table 3.6. After embedding 37,376 secret bits

Table 3.6: Experimental results of relative entropy in PRDHHC

Cover image (1) Data (bits) | Entropy of(I) | Entropy of(S) | Relative entropy

16,384 7.4451 7.4492 0.0041
Lena(512 x 512)

37,376 7.4451 7.4520 0.0069

16,384 7.0480 7.0520 0.0040
Barbara(512 x 512)

37,376 7.0480 7.0580 0.0100

) 16,384 7.2925 7.2974 0.0049

Tiffany (512 x 512)

37,376 7.2925 7.2996 0.0071

16,384 7.2767 7.2798 0.0031
Pepper(512 x 512)

37,376 7.2767 7.2821 0.0054

16,384 7.2367 7.2409 0.0042
Gold hill (512 x 512)

37,376 7.2367 7.2427 0.0060

within Lena image, the relative entropy is 0.0041 which is nearer to zero. It is also shown that
when the number of bits in the secret message increases, the relative entropy also increases.

The relative entropy nearer to zero implies the proposed scheme is secure.

3.2.4.3 Statistical Analysis

The proposed scheme is also assessed based on statistical distortion analysis by some image
parameters like standard deviation (SIB) and correlation coefficient (CQp) to check the
impact on image after data embedding. Bheefore and after data embedding anaf original
and stego image are summarized in Table Minimizing parameter difference is one of the
Table 3.7: Experimental results of SB)(and CC p) in PRDHHC

Image SD (o) CC (p)
Coverimage(l) | StegoimagésS) | (I) versus(S)
Lena(512 x 512) 47.8385 47.4358 0.9864
Barbara(512 x 512) | 38.3719 37.8500 0.9820
Tiffany (512 x 512) 61.5978 61.1221 0.9913
Pepper(512 x 512) 52.1356 51.2587 0.9908
Gold hill (512 x 512) | 58.8723 57.2854 0.9867

primary aims in order to get rid of statistical attacks. From Taufet is seen that there is no
substantial divergence between the standard deviation of the cover image and the stego image.

The o of original image is 47.8385 and theof stego image is 47.4358, and the difference is
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0.4027 for lena image. Theof Lena image between the original cover imdgand stego image

S is 0.9864 which implies the change in the original image will result in a change in the same
direction in the stego image. So it is hard to locate the embedding position in the stego image.
This study shows that the magnitude of change in stego image based on image parameters is
small from the original image. Since the image parameters have not changed much, the method
offers a good concealment of data and reduces the chances of the secret data being detected.

Thus, it indicates a perfectly secure steganographic system. But the scheme is not reversible.

3.3 DualImage based Reversible Data Hiding using (7,4) Ham-
ming code (DRDHHC)?3

To achieve reversibility, a new dual image based data hiding scheme through (7,4) Hamming
code (RDHHC) using shared secret key has been proposed. A block of seven pixels and their
Least Significant Bits (LSBs) are collected from cover image and copied into two arrays then
redundant bits are adjusted using odd parity such that any error creation is encountered at the
sender end and recovered at the receiver end. Before data embedding, it is required to com-
plement the bit at shared secret position. After that, secret message bit is embedded through
error creation caused by tamper in any suitable position except secret position and that error
is detected as well as corrected at the receiver end using Hamming error correcting code. One
shared secret position and one shared secret kéyhelps to perform data embedding, data
extraction operation. The secret data and original cover image are successfully recovered at the

receiver end from dual stego image.

The schematic diagram of data embedding process is depicted in3Fig. During data
embedding, a special situation may arise where no suitable location is available for data em-
bedding. In that case, spacial location has been fixed depending on the value of secret data bit

and the value of LSB bits in the array. The corresponding example is shown in Fig. 3.6. The

2Published in the proceedings of the International Congress on Information and Communication Technology
(ICICT - 2015), Advances in Intelligent Systems and Computing, Springer, Vol. 439, pp.495-504, with title

Reversible Data Hiding through Hamming Code using Dual Image.
3Minor Review Submitted irMultimedia Tools and Application, Springer, Impact Factor 1.346, with title

Dual Image based Reversible Data Hiding Scheme using (7,4) Hamming Code.
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diagram of secret data extraction and cover image reconstruction process is showrBifi.Fig.

The corresponding pseudo code for data embedding and data extraction are given in Algorithm

3 and Algorithm4 respectively.

3.3.1 Data Embedding Process

. LSB
Lo b o[i]e]1]o]o]0o]
Two copies L5B A
I°I1I°I1I°I°I°I [e[1]o[1]oJo]e]

[ xapug as)
2 XapuJ ()

I Adjust bits using Odd parity
4 = 7
1

- 2 3 s 7 2 3 4 s 6 -
o ey [TiTo] |o|o|o| EIENCEER A ENEN
r-1 3|5 |7 Secret position] (x)= Update (x) ibyz (@)
2 [3[6] 7 2 3 g
et |56 7 ERERK o|o|o|e,qbef°\,slol1-1lol1|1|
Index 1 Data 1=1 sﬁ_\d“ chtc 2=0
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Index 2

Data=1011100.....

Secret key (8)=312462 (say)
Secret position () =

312462 mod 7 +1 = 4:
Secret key(£)= 011....

For next seven pixel block
the x will be updated by
w5 1= (5 > @) mod 7)+1,
where @ is the data bit
modified position.

Key (&) = 011....

update the block
of seven pixel

Here, x= ({4 x 2) mod 7)+1
= (8 mod 7) +1
= 1+1=2

(b) Stego Image SM’ (c) Stego Image SA’
(512 »512) (512 x512)

Figure 3.5: Schematic diagram of data embedding process in DRDHHC

First, we collect’ consecutive pixels from the cover ima@€). Then collect LSBs of those
pixels and copy it into two arrayd/ and A. Then we adjust redundant bits of both the arrays

separately using odd parity check. The redundant/hits, andr; of M array are adjusted
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based on the number @6 present in the bit positions which are mentioned in Index Fig.

3.5. For example, the; bit is set tol if the number ofl present in the bit positions at 5 and

7 of M array are even. The redundant bits 5, 3 andr, of A array are also adjusted and
updated in the bit positions at 5, 6 and7 of A array depending upon the number of 1 present
in the bit positions mentioned in Indexof Fig. 3.5. Two shared secret keysand¢ are used

to enhance security. The secret positiois calculated using = (6 mod 7) + 1, wherej is a
shared secret key. Theas used during data embedding processéisdised during distribution

of pixel block among dual image.

After adjustment of all redundant bits in both the arrays, complement the bitreposition
(here itis4 in Fig. 3.5) of the A/, then embed secret data biD) (here it is1) by error creation
in any suitable position except the secret position Here, any position from, 5, 6 and7 will
be a suitable position for data embedding using error creation because these positions contain
zero and we try to embed one. Now, create error at any suitable position by complementing the
value at that position (here it Bshown in Fig. 3.5). As a result, the data embedding position
w is updated by 3. If\/ contain all Os and data bit is 1 then create error at any suitable position
exceptx position and set accordingly but ifA/ contains all Os and data bit is also O then it
is not possible to create error by complementing because no suitable positions are available.
In that case, the position 1 has been considered as the data embedding position.ard set
1 without creating any error by complement. It is noted that all elements of the &fregn
not be 1 after parity bits adjustment using odd parity by Index 1 of Fig. 3.5, but there is a
possibility to be all 0 after complement the bit at the 7-th position. The possible cases when

no error creation is possible and condition for completion of execution are explained in Fig. 3.6.

Now, the data embedding positian)(of M is used as secret positiorn)(during data embed-
ding in arrayA. Then we perform same data embedding proceduré tmembed next data bit
by error creation. After creating error at secret position, create another error to embed data bit,
and2, 4, 6 and7 bit positions are the suitable ones (here 2 is Fig. 3.5). If all elements ofA
are 1, and data bit is O then it is possible to create an error at any suitable position exehtiging
position and then set accordingly. If all elements oft are 1 and data bits are also 1 then itis

not possible to create an error by complement. In that case, the position 7 is the data embedding
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Original L58 value (say) Original L58 value
1 2 3 4 5 ¢ 7
Lolofofofofo]1] A Lafefafefafala]
After parity bit adjustment using After parity bit adjustment using
Index 1 of Fig. 3.5 and create error Index 2 of Fig. 3.5 and create error
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(a) Special cases during data embedding

During extraction if (M = 0) and During extraction if (M = 1) and
found no error then extract D =0 found no error then extract D = 1
and set @ = 1: Do not complement and set @ = 7; Do not complement
bit at @ location. bit at @ location.
1 2 3 4 5 6 7 4 5 6
m=[oJofJo]o]o]o]1] A:|z|r|r|z|r|r|r|

(b) Special cases during data extraction

Consider the original bit pattern

Consider the original bit pattern
without data embedding of A

without data embedding of M

1 2 3 4 5 6 7 1 2 3 4 5 6 7
= A:
Moolalelolsfolofo] Lololrfofrleft]

During data extraction, first During data extraction, first we
create error at k location (say 5) create error at x location (say 4)
and then apply error check using and then apply error check using
Index 1 in Fig 3.7. Find the error Index 2 in Fig 3.7. Find the error

at & location only. at & location only.

Then stop data extraction. Then stop data extraction.

7 4 5 6

1 2 3 4 5 6
M2 [leJo[ Ml o]o] ":|0|0|f-f|f|f|

Error at K location stop execution Error at K location stop execution

(c) Criteria for the end of execution during extraction

Figure 3.6: Special cases (a) Data embedding (b) Data extraction (c) Stop execution

position and sel = 7 without creating any error. It is noted that all elements of the afray

can not be 0 after parity bit adjustment using odd parity through Index 2 in Fig. 3.5, but all bits
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3.3 Dual Image based RDH using Hamming code

Input: Cover imageC of size(m x n), Shared secret keyand another secret k&y Secret data D.
Output: Two stego images namely Stego Maj&]\(&l') and Stego AuxiliarysA') each of sizém x n).
Step 1: Calculate secret position= (6 mod 7) + 1, whered is a shared secret key;

Step 2: Célx?) — Clmxn) Wherei =1,2,3,...,(m X n/7);p=1i%2;

Step 3:C gp(1 x 7) «~ LSBOf Cf,

Step 4: M(il”) «— modify redundant bit 0C25B by odd parity using Index of Fig 3.5;

Step 5: Al('lw) «— modify redundant bit OCESB by odd parity using Inde2 of Fig 3.5;

Step 6: Complemem‘l\/[(i1 <7 (k), wherek is a shared secret value betweetv 7;

Step 7: Create an error by complement for data bit at any suitable pogitigrof M(i1 7 exceptx position;

Step 8: if (Dp—1 ==0) & (M(il”)

{* No suitable location found *}

== 0)) then Setw — 1;

Step 9: x is updated by for data embedding imf1 X7)

Step 10:ComplementAé (k), wherex is a shared secret position betweetv 7,

1X7)

Step 11:Create an error by complement for data bit at any suitable pogitigmf Aé exceptx position;

1X7)

Step 12: if ((Dp—1 == 1) & (Az’ )) then Setw « 7;

1X7) ==1
{* No suitable location found *}
Step 13:k = ((k X w) mod 7) + 1;
Step 14:
if C% ¢ p(x) == M(z) then
| SMi(z) «— C¥(x); wherex = 1,2,...,7
end
if C¢ 5 p(x)==1 then
| SMi(z) — C¥(z)—1
else
| SMi(z) — C(z)+1
end
Step 15:
if C% ¢ p(x) == A%(z) then
| SA'(z) « C(z); wherex = 1,2,...,7
end
if C¢ & p(x)==1 then
| SA'(z) — Ci(z) —1
else
| SA'(z) — Ci(z) + 1;
end
Step 16: Apply € and distribute each block withifid/ andSA’ as follows:
Step 17:

if (£(y) = 0) then
‘ SMY, 7« SA{, 7 andSAY, ; — SMj, ;
else
| SM{L ., — SMj,,andSAY, ; — SAL, ;i wherey — (remainder (i, length(£)) + 1)

end

Step 18:RepeatStep 1to Step 17for nextit’ value and continue until all data bits are embedded wighid’ andSA';

Step 19:End

Algorithm 3: Data embedding process of DRDHHC

can be 1. Fig. 3.6 showns the possible special cases. After that, upftataext block using

ki1 = ((k; X w) mod 7) + 1, wherexy is the secret position and continue data embedding
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procedure in both the arrays. The changing of secret key for each block increases the robustness
of the scheme. Finally, we distribute the stego pixel block between two stego iridgeand

S A’ depending on the bit patterns of another secreitkey(&oS; . . . &2, wherel represent the

binary length of the key. I, = 1 then selected-th pixel from M is stored the-th position

of SM" andi-th pixel from A is stored ai-th position ofSA’; otherwise -th pixel from M is

stored at-th position ofSA" andi-th pixel from A is stored ai-th position ofSM'. As a result,

two stego images M’ andS A’ with same size and shape has been produced. The dual image
scheme can increase the security of the secret message. Without two stego images, it is hard for
an illegal person to extract the complete secret message. The concept of the dual image based
data hiding scheme can be treated as a special case of secret sharing. The corresponding algo-
rithm for data hiding is stated in Algorithih The complexity of this proposed data embedding

algorithm isO(mn) for the cover image of sizen x n).

3.3.2 Data Extraction Process

To extract the secret data, we first apply the secretkey(&és . . . & )- to rearrange 7 pixels as
ablock. If¢; = 1 then selected block frorfiM is stored inSM; and block fromS A" isin SA;;
otherwise, block fron5 M is stored inSA; and block fromS A" is in SM;. Now, we collect
LSBs of seven consecutive pixels from both the stego imagésandS A;. Then complement
the bit at the shared secret positiof the SN;. Thex is calculated by = (6 mod 7) + 1,
where) is a shared secret key. After that, we apply Hamming error correcting code to find out
the error position). Next, we extract the secret data bit from th@osition and complement
the bit at that position. The redundant bits$#/; stego image are considered as per Index
1 in Fig. 3.7. The error position o6 M; is the data embedding position which is used as the
secret position folS A; image. Complement the bit at the secret positio iy then we find
out the error using Hamming error correcting code. The redundant bits in thdekig. 3.7

are considered fof A; image.

Now, the secret positior is updated for the next block using the formula; = ((x; %
w) mod 7)+ 1, wherew is the data embedding position 84; (here it is3 in Fig 3.7) and
ko Is the shared secret position. After extracting secret message bits from dual stego images,

we complement all the corresponding data embedding positions, which will produce Hamming
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(a) Stego Image SM’ (b) Stego Image SA’
(512 = 512) (512 «512)
1z 3 4 5 6 7 ... N 1 2 3 4 5 6 7 W

Secret key (§)=312462
Rearrange the block of Secret position (x) =
seven pixel depend on & 312462 mod 7 +1=4;
1z 3 4 5 & 7 ... M Secret key(£)= 011....

L58Bs

LSBs
[1[1fr]ofofofo] loJola]a]of] 1]
) =4

N
b
[£)
=}
~

Secret positio

K is updated by @
2

1 2 3 5 5 7 ] [
Ll E‘l o 'It' y Lole 1 ln‘:‘DrrI*olLo;i'L'on Index1
. !“!‘OPPOSF on Usi Tnd 2
Using Index 1 - 0011(3) sing Lnaex - 0010 (2) Ry 113
1 2 3 4 5 & 7 1 2 3 4 5 5 7 o5 | 1|4
[1 ] oJofo [ o T s Jof o] q] —
Extract oo Extract o2 ' 2|4
_ - = 1
bata 151 5 & 7 bata2=0 | , 3 % 5 & 7 i
1] fo]1]o]o]of| Cotect [oJal1TaJol1T1] Index 2

1,2,3,4,5,6,7 unchanged Data=1011100.....
bits
3 4 ] ) 7

1 2 3 4 5 &5 7 Gray 1 2 & 3 5]
tsgof¢; [0 1Jafr1[oo] abomw162]163[162]161]162[162] 164]

For next seven pixel block
the x will be updated by
Ky =((8 X ) mod 7)+1,
where  is the data bit
modified position

Here, k= ((4 x 2) mod 7)+1
= (8 mod 7) +1
= 1+1=2

(c) Cover image €
(512 x 512)

Figure 3.7: Schematic diagram of data extraction process in DRDHHC
adjusted cover image. There are a few particular special cases that may occurs when no error
is found. In that situation, we will first check the LSB values and follow the condition given
below. For all the cases, we need not to complement the bithiocation after extraction.
If SM; =0 and find no error then extratt = 0 and setv = 1.
If SA; =1 and find no error then extratt = 1 and setv = 7.
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Input: Two stego images namely Stego Maj@r]\(f) and Stego Auiniary$A/), Shared secret keyand another secret ke&y
Output: Cover image” of size(m x n), Secret datdD.

Step 1: Calculate secret position= (§ mod 7) + 1, whered is a shared secret key.

Step 2:

if (¢(y) =0)then

‘ SM? — SAl

(1x7) (1x7)’SAélx7) ‘_SM(”iw)

else
SMle?) - SM(lix7)’

1,2,3,...,(m x (n/7))

SA’E'IX” — SA wherey = (reminder (i, length(€)) + 1) andi =

1%
(1x7)’
end

Step 3: M(an) — LSB(SM(an))! A(an) — LSB(SA(an))r

Step 4: For eachi, wherei = 1,2, .., (m x (n/7));

Step 5: M(il><7) — M(pmxn)s Aélw) — Aimxn);

Step 6: Complement]\/[(i1 X7)(n), wherex is a shared secret value betwdetv 7;

Step 7:r(1x3) M<"1 <7y wherer is the redundant value calculated by odd parity using IndekFig. 3.7;
Step 8: w « decimal(r(1 x3)), wherew indicate the error position or data embedding position;

Step 9: if (w # 0) & (w # k)) then Dy «— M(i1><7) (w); M} (w) «— ComplementM(i1X7> (w));

(1x7)
Step 10: if (w == 0)&(M, ==0))thenDp_1 «— M}, (1);w + 1;

(ilx7) (1x7)
Step 11: if (w == k) then goto Step 24
Step 12: « is updated by for data extraction from4§1x7);
Step 13:Comp|emenl;421x7) (), wherex is a shared secret value betweetv 7;
Step 14:r(1x3) < A?1><7)’ wherer is the redundant value calculated by odd parity using IrdekFig. 3.7;
Step 15:w « decimal(r(1x3)), wherew indicated the error position or data embedding position;
Step 16: if((w # 0) & (w # k)) then D), — Aélw) (w); Aélw) (W) Complementﬂélw) (W));
Step 17: if ((w == 0)&(A’f1x7) == 1)) then D), «— Aflmm? w—T;
Step 18: if (w == k) then goto Step 24
Step 19: ifLSB of GM(z))=M?(z) then C'i (z)=S M (x);
Step 20:
if M?(z)=1 then
| C"(z) = SM(z)+1;
else
| C'(z) = SMi(z) — 1; wherez = 3,5,6,7
end
Step 21: ifLSB of GA?(z))=A¢(xz) then C'¢ (z)=S A (2);
Step 22:
if A%(z)=1then
| C'(z) = SA*(x) +1;
else
| C'"(z) = SA*(x) — 1; wherex = 1,2, 4
end
Step 23: k= ((k x w) mod 7) + 1, goto Step 5for nexti*" value;
Step 24:Original cover image matriK’/ and secret dat®’ has been produced;

(mxmn)
Step 25: End

Algorithm 4: Data extraction process of DRDHHC

For all other cases, if error is found at the positionsadhat means whew is equal tox then

data extraction process will be stopped. This is the condition to find the end of secret message.

102



RDH using Hamming code 3.3 Dual Image based RDH using Hamming code

As a result, we can send any arbitrary length of secret data using this scheme. Finally, we can
reconstruct the original cover image from both the Hamming adjusted dual stego image. We
collect the bits from the bit positions at 5, 6 and7 of SM; and bits from the bit positions

at1, 2 and4 of SA,. After that, we rearrange all the collected bits to construct the original
cover image. The algorithm for data extraction and cover image reconstruction is described in
Algorithm 4. The time complexity of data extraction algorithm is at86mn) for cover image

of size(m x n).

3.3.3 Experimental Results and Comparisons

The proposed reversible data hiding method is implemented through MATLAB Version 7.6.0.324

(R2008a).(512 x 512) gray scale images are used as original cover image and in this scheme

which are shown in Fig3.8 and dual stego images are generated that are shown if.Big.

F R = BRI T

(a) Lena (512 x 512) (b) Barbara (512 x 512)

e

(d) Mrittika (512 x 512) (e) Peppers (512 x 512) (f) Gold hill (512 x 512)

Figure 3.8: Standard cover images are used for experiment in DRDHHC

PSNR (I & SM') and PSNR (I &5 A" represent the quality of the first and second stego im-
ages respectively while Avg. PSNR is the average quality of the stego images. From the Table
3.8 average PSNR of DRDHHC scheme is greater thiia(dB) and the maximum embedding
capacity is2 x (512 x 512/7) bits = 74,898 bits. The payload is measured py= (2><771—><n)

(bpp), wherey is the total embedding capacity of two stego images. The payload in DRDHHC
scheme i9).142 (bpp). The principle of hidden data communication is to keep message data
as short as possible while using data hiding and kirchhoff’s principle says that every one know

the algorithm but the secrecy depends on key. So, to increase the security on data hiding two
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(a) Mrittika Stego Major (SM) (b) Lena Stego Major (SM)

LA

(d) Mrittika StegoAuxiliary (SA)  (e) Lena Stega Auxiliary (SA) (f) Peppers Stego Auxiliary (SA)

Figure 3.9: Dual stego images are produced after data embedding in DRDHHC
Table 3.8: PSNR (dB) of original image and dual stego images in DRDHHC

Original image | Secret data (bits| PSNR (1&SM’) | PSNR(1&SA") | Avg. PSNR
18720 57.84 57.88
37520 54.84 54.84
Barbara(512 x 512) 54.27
64800 52.47 52.47
74752 51.86 51.96
18720 57.55 57.64
37520 54.27 54.34
Lena(512 x 512) 53.96
64800 52.18 52.29
74752 51.85 51.56
18720 57.47 57.50
37520 54.22 54.20
Pepperg512 x 512) 53.94
64800 52.15 52.25
73728 51.84 51.94
18720 57.27 57.70
37520 54.20 54.45
Mrittika (512 x 512) 54.02
64800 52.63 52.74
73728 51.65 51.94
18720 57.56 57.59
_ 37520 54.29 54.28
Tiffany (512 x 512) 53.63
64800 52.21 52.31
74752 51.88 51.97
18720 57.11 57.90
37520 54.28 54.29
Goldhill (512 x 512) 53.73
64800 52.17 52.26
74752 51.86 51.97
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different shared secret keys are used in this approach during data embedding and data extraction

procedure.

The quality of stego image is measured using Peak Signal to Noise (R R) between
original cover image and stego image which are shown in TaBlevith different embedding

capacity.

Table3.9 shows that the PSNR of cover image versus both stego images before distribution
of the pixel block and after distribution of the pixel block among dual image. It is observed that
the PSNR of before pixel block distribution of cover image and SKBig9 (dB) and PSNR of
cover image and SA i50.23 (dB) and after pixel block distribution the PSNR of cover image
and SM' is 51.85 (dB) that means PSNR is decreaselb$4 (dB) than previous PSNR and
PSNR of cover image anflA’ is 51.56 (dB) that means PSNR is increases3 (dB) for Lena
image. So, after distribution the pixel block throughoverall PSNR is not differ much but

increase the challenges to find the secret data. The comparison of DRDHHC scheme with other

Table 3.9: PSNR(dB) of before and after pixel distribution in DRDHHC

Before distribution using After distribution usingt
Original Image | PSNR (1&SM) | PSNR (1&SA) | PSNR(1&SM') | PSNR (1&SA)
Lena(512 x 512) 53.79 50.23 51.85 51.56
Barbara(512 x 512) 53.82 50.21 51.86 51.96
Tiffany (512 x 512) 53.80 50.22 51.88 51.97
Pepper(512 x 512) 53.79 50.23 51.84 51.94
Mrittika (512 x 512) | 53.13 50.45 51.65 51.94
Gold hill (512 x 512) | 53.76 50.23 51.86 51.97

existing methods those are using Hamming code based data hiding shown iB.Table

Three sets of secret data bits, 536, 16, 384 and4, 096 are used to compare with Kim et
al’s [28] (DHHC) and Lien et al.’s [41] (DDHHC) scheme. With the same embedding capacity
with 16, 384 bits the MPSNR of DHHC i24.06 (dB) less and DDHHC i§7.49 (dB) less than
proposed DRDHHC. Again the proposed scheme is compared with Matrix Coding [67], Ham-
ming +1 [73], Hamming B [29] and Coa et al.’s scheme [4] in terms of PSNR and it is nearer
to the Hamming 3 scheme but less than Matrix Coding which is shown in Tablé. The

proposed DRDHHC is a dual image based RDH scheme using (7,4) Hamming code.
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Table 3.10: Comparison of DRDHHC with DHHC and DDHHC schemes

Embedded bits 65536 bits 16384 bits 4096 bits

Scheme DHHC | DDHHC | DRDHHC | DHHC | DDHHC | DRDHHC | DHHC | DDHHC | DRDHHC
Lena(512 x 512) 25.71 30.57 52.20 32.03 38.60 56.09 38.12 44.71 64.68
Barbara(512 x 512) 25.69 30.38 52.21 32.03 38.57 56.86 38.14 44.77 64.09
Tiffany (512 x 512) 24.71 27.15 52.11 31.72 36.24 56.73 38.04 4291 63.81
Pepper(512 x 512) 25.60 29.90 52.12 31.98 38.02 56.16 38.10 44.19 64.39
Gold hill (512 x 512) | 25.66 30.30 52.20 32.02 38.66 56.94 38.13 44.96 64.71

Table 3.11: Comparison of DRDHHC with existing schemes in terms of PSNR (dB)

Images Matrix Coding | Hamming 4 | Hamming 8 | Coaetal’'s Scheme DRDHHC
Lena(512 x 512) 56.05 52.43 53.95 51.14 53.96
Barbara(512 x 512) 54.65 48.60 53.93 51.15 54.27
Tiffany (512 x 512) 53.98 47.46 53.96 51.15 53.63
Pepper(512 x 512) 54.01 47.26 53.95 51.14 53.94
Gold hill (512 x 512) | 57.02 53.73 53.95 51.14 53.73

PSNR of Lena Image
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52.65 49.66 .21 52.76
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(2013)

Figure 3.10: Comparison graph in terms of PSNR (dB) for Lena Image

So, again we have compared our proposed scheme with other existing dual image based RDH
schemes proposed by Chang et@D07) [5], Chang et al.(2009) [6], Lee et al.(2009) [36],
Lee and Huand2013) [34], Chang et al.(2013) [10], Qin et al. (2014) [52] and Lu et al.
(2015) [45]. The PSNR of DRDHHC i§.63 (dB) greater than Chang et al.'s [5] scheme and
nearer to Lee et al.'s [36] scheme. The quality of stego image of other existing schemes are

lower than our proposed scheme. In this scheme, payload is lower than other dual image based
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PSNR of Peppers Image
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Figure 3.11: Comparison graph in terms of PSNR (dB) for Pepper Image

RDH schemes, but in terms of PSNR it is superior than other existing dual image based RDH

schemes. Here, we have used shared secret posiaond shared secret kéyto enhances the

PSNR of Barbara Image
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Figure 3.12: Comparison graph in terms of PSNR (dB) for Barbara Image

security in (7,4) Hamming code based data hiding scheme. It is hard to guess the lefigth of
which is used to mix the pixel block among dual image. The Figs. 3.10, 3.11, 3.12 and 3.13
show the comparison graphs of Lena, Peppers, Barbara and Goldhill images with other existing

dual image based RDH schemes.

From these comparison graphs, we conclude that PSNR of our proposed scheme is more than

the other existing dual image based RDH schemes. As a result, visual quality is better in our
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PSNR of Goldhill Image
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Figure 3.13: Comparison in terms of PSNR for Goldhill Image

proposed scheme than other exiting scheme shown in Table 3.12.

In this scheme, embedding

Table 3.12: Comparison of DRDHHC with existing dual image based RDH methods

Method Measure Lena | Peppers| Barbara| Goldhill
PSNR(1) 45.12 | 45.14 45.13 45.13
Chang et al(2007) PSNR(2) 4513 | 45.15 45.11 45.14
PSNR(Avg) | 45.13 | 45.15 45.12 45.14
PSNR(1) 48.13 | 48.11 48.14 48.13
Chang et al(2009) PSNR(2) 48.14 | 48.14 48.11 48.15
PSNR(Avg) | 48.14 | 48.13 48.13 48.14
PSNR(1) 51.14 | 51.14 51.14 51.14
Lee et al.(2009) PSNR(2) 54.16 | 54.17 54.16 54.16
PSNR(Avg) | 52.65 | 52.66 52.65 52.65
PSNR(1) 49.76 | 49.75 49.75 49.77
Lee and Huang2013) | PSNR(2) 49.56 | 49.56 49.58 49.57
PSNR(Avg) | 49.66 | 49.66 49.67 49.67
PSNR(1) 39.89 | 39.94 39.89 39.9
Chang et al(2013) PSNR(2) 39.89 | 39.94 39.89 39.9
PSNR(Avg) | 39.89 | 39.94 39.89 39.90
PSNR(1) 52.11 | 51.25 52.12 52.12
Qinetal.(2014) PSNR(2) 41.58 | 41.52 41.58 41.58
PSNR(Avg) | 46.85 | 46.39 | 46.85 | 46.85
PSNR(1) 49.20 | 49.19 49.22 49.23
Luetal.(2015) PSNR(2) 49.21 | 49.21 49.2 49.18
PSNR(Avg) | 49.21 | 49.20 | 49.21 | 49.21
PSNR(1) 52.71 | 52.67 52.70 52.73
Proposed DRDHHC | PSNR(2) 52.81 | 52.72 | 52.76 | 52.78
PSNR(Avg) | 52.76 | 52.69 52.73 52.75
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capacity is lower than other dual image based scheme but in terms of security it is better than
other existing dual image based schemes, because two shared secsetridtyare used during

data communication. The new shared secret posititcalculated by = (§ mod 7) + 1,

where maximum possible numbers:ofire| (512 x 512/7)]. Itis hard to guess the length of

¢ which is used to shuffle the pixel block among dual image. The comparison graph among
dual image based reversible data hiding is shown in Figl. It is observed that PSNR of this

proposed scheme is more than the other existing dual image based schemes. But the payload is
0.142 (bpp) only.
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Comparison with existing dual image based

Figure 3.14: Comparison graph of DRDHHC with existing dual image based schemes

3.3.4 Steganalysis and Steganographic Attacks

Here, RS analysis and relative entropy are presented to check the vulnerability of the proposed
scheme. Some attacks like histogram attack, statistical attacks and brute force attack are pre-

sented. It is observed that the scheme is robust against some steganographic attacks.

3.3.4.1 RS Analysis

The analysis of stego images using well known RS analysis are presented in this section. Itis
observed from Tabl8.13 and3.14 that the values oR,; and R_,,, S); andS_,, are nearly

equal for stego image$M andSA’. Thus rulesRy; =2 R_,; andSy, = S_,, are satisfied for

109



3.3 Dual Image based RDH using Hamming code RDH using Hamming code

the stego image in this approach. So, the proposed method is secured against RS attack. In this
experiment, the ratio of R and S lies betwe&edB82 to 0.0578 for SM and0.0339 to 0.0428
for SA" of Lena image which is considered as original cover image. Other results are depicted

on Table 3.13 and 3.14.
Table 3.13: RS analysis of DRDHHC scheme for stego infage

’

Image Data SM

Ryr R_p | Su S_n | RSvalue
37720 | 6425 | 6201 5124 | 5342 | 0.0382
64800 | 6341 | 6120 5014 | 5324 | 0.0467
74752 | 6207 | 5835 4997 | 5273 | 0.0578
37720 | 5742 | 5423 4678 | 4789 | 0.0412
64800 | 5602 | 5364 4598 | 4853 | 0.0483
74752 | 5641 | 5287 | 4509 | 4709 | 0.0545
37720 | 5941 | 5763 5496 | 5789 | 0.0411
64800 | 5812 | 5698 | 5364 | 5603 | 0.0315
74752 | 5844 | 5586 | 5256 | 5023 | 0.0442
37720 | 6745 | 6453 | 6012 | 5847 | 0.0358
64800 | 6645 | 6354 | 5941 | 5641 | 0.0469
74752 | 6524 | 6214 5842 | 5441 | 0.0574
37720 | 6845 | 6425 | 5487 | 5641 | 0.0465
64800 | 6654 | 6475 | 5341 | 4952 | 0.0473
74752 | 6523 | 6143 | 5136 | 4862 | 0.0560

Lena(512 x 512)

Barbara(512 x 512)

Tiffany (512 x 512)

Pepper(512 x 512)

Gold hill (512 x 512)

Table 3.14: RS analysis of DRDHHC scheme for stego infade

’

Image Data SA

Ry R_y | Su S_m | RSvalue
37720 | 6458 | 6274 | 5462 | 5231 | 0.0348
64800 | 6345 | 6147 | 5341 | 5142 | 0.0339
74752 | 6125 | 5846 5210 | 5003 | 0.0428
37720 | 5863 | 5642 | 5874 | 5684 | 0.0350
64800 | 5687 | 5469 5684 | 5341 | 0.0493
74752 | 5512 | 5263 5547 | 5224 | 0.0517
37720 | 5987 | 5784 5487 | 5236 | 0.0395
64800 | 5874 | 5569 5364 | 5166 | 0.0447
74752 | 5741 | 5478 5123 | 4857 | 0.0486

Lena(512 x 512)

Barbara(512 x 512)

Tiffany (512 x 512)

37720 | 6687 | 6486 5874 | 5462 | 0.0488
64800 | 6541 | 6347 5784 | 5364 | 0.0498
74752 | 6452 | 6243 5674 | 5241 | 0.0529
37720 | 6745 | 6542 5489 | 5294 | 0.0325
64800 | 6348 | 6174 | 5364 | 5187 | 0.0299
74752 | 6423 | 6128 5236 | 4962 | 0.0488

Pepper(512 x 512)

Gold hill (512 x 512)
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3.3.4.2 Relative Entropy

The relative entropy of original and stego images are shown in Table 3.15. It is shown that
when number of bits in the secret message increases, the relative entropy in stego images also
increases. The difference of relative entropy is nearer to zero, which implies the proposed
scheme provides secure hidden communication. The relative entropy of dual stego$néges

andS A’ are calculated which are shown in Table 3.15.

Table 3.15: Results of relative entropy 61/ andSA’ in DRDHHC

Image Data(bits) | Entropy of | | Entropy ofSM’ Entropy ofSA’ D(SM'&I) D(SA'&I)

37720 7.4451 7.4469 7.4467 0.0018 0.0016

64800 7.4451 7.4512 7.4503 0.0061 0.0053
Lena(512 x 512)

74752 7.4451 7.4546 7.4526 0.0095 0.0075

37720 7.0480 7.0503 7.0520 0.0023 0.0040

64800 7.0480 7.0525 7.0530 0.0045 0.0050
Barbara(512 x 512)

74752 7.0480 7.0540 7.0551 0.0060 0.0071

37720 7.2925 7.2969 7.2971 0.0044 0.0046

64800 7.2925 7.2997 7.3004 0.0072 0.0079
Tiffany (512 x 512)

74752 7.2925 7.3001 7.3075 0.0076 0.0150

37720 7.2767 7.2797 7.2805 0.0030 0.0038

64800 7.2767 7.2810 7.2870 0.0043 0.0103
Pepper(512 x 512)

74752 7.2767 7.2910 7.2935 0.0143 0.0168

37720 7.2367 7.2387 7.2398 0.0020 0.0031

) 64800 7.2367 7.2464 7.2485 0.0097 0.0118

Gold hill (512 x 512)

74752 7.2367 7.2490 7.2499 0.0123 0.0132

3.3.4.3 Statistical Analysis

The output of the DRDHHC are assessed based on statistical distortion analysiq by &1l

CC (p) to check the impact on image after secret data embeddingo Degore and after data
embedding ang of cover and stego images is summarized in T8blé. It is seen that there is

no significant difference between thef the cover image and the stego image. Since the image
parameters have not changed much, the method offers a good concealment of data and reduces

the chances of secret data detection. Thus, itindicates a perfectly secure steganographic system.

3.3.4.4 Histogram Attack

Fig 3.15 depicted the histogram of the original cover image and stego images and their dif-

ference histogram. The stego image is produced from cover image employing maximum data
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RDH using Hamming code

Table 3.16: Experimental results of SB)(@nd CC p) in DRDHHC

Image SD (o) CC (p)

Cover image (l)| Stego image{SM/) Stego imagQSA/) 1& SM' | 1& SA" | SM & SA’
Lena(512 x 512) 47.8385 47.4358 47.5321 0.9864 0.9835 0.9754
Barbara(512 x 512) 38.3719 38.4500 38.8541 0.9852 0.9820 | 0.9789
Tiffany (512 x 512) 61.5978 61.1221 61.6442 0.9913 0.9874 | 0.9652
Pepper(512 x 512) 52.1356 51.8987 52.2450 0.9908 0.9856 | 0.9687
Gold hill (512 x 512) | 58.8723 57.2854 58.5423 0.9867 0.9825 0.9712

hiding capacity. It is observed that the shape of the histogram is preserved after embedding the
secret data. The difference of the histogram is very small. It is observed that, bins close to zero
are more in number and the bins which are away from zero are less in number. This confirms
the quality of stego image. There is no step pattern observed which ensures that the proposed

method is robust against histogram attacks.
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3.3.4.5 Brute Force Attack

Secret key (8 ):
la2b3c4d5eé6f7g8h

(a) Selret data
as image (73 x 64)

(b) Cover image I
(812 x 512)

Secret key (&)
Say,
m2Zn3h4b5vég7s8p

(c) Stego image SM’ (d) Stego image SA’

(e) Noise like secret image

Figure 3.16: Result of Brute Force Attack in DRDHHC

Two shared secret keysand¢ are used during both embedding and extraction stage. The
scheme is secured to prevent possible malicious attacks. The proposed scheme constructs two
stego images which protect original information by hiding secret information in both images
SM' andSA’. The Fig.3.16 shows the revelation example where both the keys are unknown.

If the malicious attacker holds the original image and the dual images and is fully aware of the
proposed scheme, the hidden message still cannot be correctly revealed without knowing the
correct secret keys. For example, FigL6 shows two stego derived from lena images using se-
cret keys which are different from that used to construct without knowing secret key. The result
indicates that the attacker only acquires noise like images when applying incorrect secret key
to reveal the hidden message. Furthermore, the attacker may employ the brute force attack that
tries all possible permutation to reveal the hidden message. The total number of trials to reveal

the hidden message a3&449 x 2n9th of & which are computationally infeasible for current
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computers if length of is greater than 80. The proposed scheme achieve stronger robustness
against several attacks when compared with existing data hiding schemes. Furthermore, the se-
cret information can be retrieved without encountering any loss of data and the original image
can be recovered successfully from the dual images. But the payload is very small. To increase
the payload one can apply three LSB Layers (LSB, LSB+1, LSB+2) to hide secret data bits

using this scheme.

3.4 Enhanced Partial Reversible Data Hiding using Hamming

Code (EPRDHHCY

An enhanced partial reversible data hiding scheme using Hamming code has been proposed
here. Three LSB layers (LSB, LSB+1, LSB+2) has been used to embed secret data within
(7 x 7) block. Data bits are embedded using error creation at two different locations in each
row of a LSB block using shared secret position and suitable location. During data extraction,
the receiver detects the error position with the help of Hamming error correcting code and
shared secret position. After data extraction, the receiver complements the bits at the data
embedding positions to generate Hamming adjusted cover image. The changes made within the
cover image during data embedding at the sender side has been removed after data extraction
at the receiver end but the changes made due to odd parity adjustment can not be removed. So,

the cover image is partially recovered.

3.4.1 Data Embedding Process

Consider(7 x 7) pixel block from the original image and convert it into binary number. Then
collect three layers LSB, LSB+1 and LSB+2 of each pixel block separately. The redundant
bits at1*¢, 2"¢ and4!" positions are adjusted using odd parity in each LSB block and a prepro-
cessed image has been produced which is considered as Hamming adjusted cover image. Now,
compute shared secret positierusingx = (6 mod 7) + 1, where) is a shared secret key.

Complement the bit at the secret positiom the first row of(7 x 7) LSB block of each layer.

4Published in the proceedings of the Sixth International Conference on Computer and Communication Tech-
nology, (ICCCT-2015), ACM digital library, ACM New York, NY, USA 2015, pp. 360-365, with tidle Efficient

Data Hiding Scheme using Hamming Error Correcting Code
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Figure 3.17: The schematic diagram of data embedding process in EPRDHHC
The same secret position has been used for three LSB blocks. Now, embed binary data bits
by creating error at any suitable position except the secret position. In the second row, secret
position is updated by the data embedding position of previous row. This process has been con-
tinued for the block by block and same process has been used for LSB, LSB + 1 and LSB + 2
layers. As a result, it is possible to embed 1,12,128 [itsx 3 x 512) within a (512 x 512)
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Input: Original imagel(,,, x»), Secret key, Calculatex = (6 mod 7) + 1 (between 0 to 7), Secret dakz
Output: Stego images ,, xn);
Initialization: C =1;sq =7, m=512;n=>512;
Step 1
for p = 1tom/sq do
for ¢ = 1ton/sqdo
‘ BCpq from I, sny 5
end
for i = 1tosqdo

for 5 = 1tosqgdo
LSBI(Z,]) =LSB bit OfBCpq(i,j) ) LSBQ(Z,]) =2nd LSB bit OfBCpq<i7j> ) LSB3(Z,J) = 3rd LSB bit of

BCpq(ij)

end
end
for Each LSB Matrix = LSB, LSB1, LSR® Adjust redundant bits using odd parity in row wise;
for i = (sqg x (p—1)) + 1to(sq x p) do
‘ for j = (sq x (¢ — 1)) + 1 to (sq x q) do Replace3 LSBs of C,q(; ;) by LSB2,LSB1,LSB;
end
for Each LSBs Hamming Code matdr
for i = 1tosq do
‘ if ¢ < sq then Complement LSB{, k) by (0to1/1to0);
end
for 7 = 1tosqdo
if j # xandLSB(i,j) # d, then
‘ Create error at LSBi(j) by (0to 1/ 1to0) ; x is updated by ; break ;

else
| Do not complement any big = 1;

end
end
if (r = length(D)) then gotoStep 2

Increase- and select next bif, 1 ;
end
for i = (sg x (p — 1)) + 1to(sq x p) do
for j = (sq x (¢ — 1)) + 1to (sq x ¢) do Replace LSB3 bits of S, (;, ;) by LSB2, LSBL, LSB;
end
if (r = length(D)) then gotoStep 2

end
Step 2 Produce stego imag®,,, ) ;
Step 3 End.

Algorithm 5: Data embedding process of EPRDHHC

gray scale image. So, the payload)ig26 (bpp) and PSNR is 32.14 (dB). The schematic dia-
gram of data embedding procedure is shown in Fig. 3.17. The corresponding algorithm for data

embedding is shown in Algorithm 5.
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3.4.2 Data Extraction Process
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Figure 3.18: The schematic diagram of data extraction process in EPRDHHC

At the receiver end, we colle¢t x 7) three LSB layers block from stego image then com-
plement the bit at the secret position in the first row of each LSB layer block. Then we apply

Hamming error correcting code to find the error position for data bit in that row of LSB block.
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Now, collect secret data bit from that error position then complement that bit position. In
the second row, secret position will be updated by the error position of the previous row and
continue data extraction. Repeat these processes for every block of the stego image until no
message has been left. The process will be automatically stopped when we find the error at the
secret position using Hamming error correcting code. As a result, no message length has been
required to extract whole message. The corresponding schematic diagram is shown in Fig 3.18.

The corresponding algorithm for data extraction is listed in Algorithm 6.

3.4.3 Experimental Results and Comparisons

The EPRDHHC data embedding and data extraction algorithms are implemented in MATLAB

Version 7.6.0.324 (R2008a). Here, standard gray scale image ofdizex 512) pixel has

(a) Lena (b) Barbara (¢) Tiffany (d) Peppers (e) Gold Hill

Figure 3.19: Standard cover images used in EPRDHHC

embedding process some stego images has been generated which are shown in Fig. 3.20. The

(a) Lena (b) Tiffany (c) Peppers

Figure 3.20: Stego image produced after data embedding in EPRDHHC

guality of the stego images have been measured after parity adjustment and after embedding
secret data. The original image is considered abe parity adjustment image is considered

asC andSs is considered as the stego image. The PSNRs are measured after embedding 4096
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Input: Stego imageS,,, ), Shared Secret key;

Output: Cover imageC,,, ) , Secret datdD);

Initialization: sq = 7, m = 512, n = 512, Calculatex = (§ mod 7) + 1;
Step 1

for p = 1tom/sq do

for ¢ = 1ton/sq do
\ BSpq from S<an>
end
for i = 1tosq do
for ; = 1tosgdo
LSB1; j) =LSBbitof BS,,(i
LSB2(; j) = 2nd LSB bit of BS),(

LSB?)(Z“]') = 3rd LSB bit OfBSpq(i’j) )

0,)

end
end
or Each LSBs Stego matrdo

—h

for : = 1tosq do
if (¢ < sq) then
Complement LSB:, ) by (0to1 /1to0);
end
end
Apply Hamming error correcting code i row of LSB matrix to find the error ai*” columnd,. = LSB (4, ) ;
Store Secret dat® = d,;
Complement LS, j) by (0to1/1to0);
if No error foundthen
‘ dr =LSB (4,7)(1); « = 1; Do not complement;
end
if Error found at thex positionthen
‘ gotoStep 2
end
K=17,

Increaser to retrieved next bitl, 1 ;

=(sgx (p—1))+ 1to(sq x p) do

.

for
for j = (sq¢ x (g — 1)) + 1to(sq x ¢) do
Replace LSB3 bit of C,(; ;) by LSB2 LSB1LSB ;

end

end

end
Step 2 Recovered’(,, « ) and extract secret dafd) ;
Step 3 End

Algorithm 6: Data extraction process of EPRDHHC

and 16384 bits that are shown in Table 3.17. Table 3.18 shows the comparison of EPRDHHC
with Kim et al.'s (DHHC) scheme [28] and Lien et al.'s (DDHHC) scheme [41]. In DHHC
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Table 3.17: PSNR (dB) of stego image after embedding 4096 and 16384 bits in EPRDHHC

Embedded bits 4096 16384

Image PSNR(1&S) | PSNR(C &) | PSNR(C &S) | PSNR(1&S) | PSNR(C &1) | PSNR(C & S)
Lena(512 x 512) 53.52 54.45 54.58 46.89 47.94 48.03
Barbara(512 x 512) 51.67 51.52 53.58 44.88 44.69 46.94

Tiffany (512 x 512) 53.29 54.48 54.57 46.87 47.98 48.04
Pepper(512 x 512) 52.31 51.97 53.43 45.85 45.68 47.04

Gold hill (512 x 512) | 49.76 48.82 52.23 44.98 42.21 45.67

scheme, the MPSNR of lena image is 32.03 (dB) and 38.12 (dB) after embedding 16384 and
4096 bits respectively. In Lien et al’s scheme, the MPSNR of lena image is 38.60 (dB) and

44.71 (dB) when embedded with 16384 and 4096 bits, but the PSNR of lena image in our pro-
posed EPRDHHC scheme is 46.89 (dB) and 53.52 (dB) after embedding with 16384 and 4096

bits respectively. The quality is better than other existing schemes. The comparison graph of

Table 3.18: Comparison of EPRDHHC with existing schemes in terms of PSNR (dB)

16384 bits 4096 bits
Scheme DHHC | DDHHC | EPRDHHC | DHHC | DDHHC | EPRDHHC
Lena(512 x 512) 32.03 38.60 46.89 38.12 44.71 53.52
Barbara(512 x 512) 32.03 38.57 44.88 38.14 | 44.77 51.67
Tiffany (512 x 512) 31.72 36.24 46.87 38.04 | 4291 53.29
Pepper(512 x 512) 31.98 38.02 45.85 38.10 44.19 52.31
Gold hill (512 x 512) | 32.02 38.66 44.98 38.13 44.96 49.76
Average 31.96 38.02 45.89 38.11 44.31 52.11

DHHC, DDHHC, and EPRDHHC are shown in Fig 3.21 and 3.22 when embetifgdand
16384 bits respectively.

From Table 3.18, itis observed that PSNR of our proposed scheme is greater than the MPSNR
of other existing schemes. As a result, visual quality is better in our proposed EPRDHHC

scheme. The payload is measured by

p= il (bpp) (3:3)

m Xn
where|~| is the number of secret data bits which are embedded within cover imagedaid
notes the payload in terms of bits per piXépp). In a (512 x 512) image the embedding
capacity is 1,12,128 bits. Hence, the paylgad 0.426 (bpp).
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Figure 3.21: Comparison graph of PSNR (dB) after embeddig bits in EPRDHHC
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Figure 3.22: Comparison graph of PSNR (dB) after embedtii3g4 bits in EPRDHHC
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3.4.4 Steganalysis

To measure the imperceptibility and robustness of the proposed EPRDHHC scheme, some stan-

dard seganographic analysis and attack has been performed which are presented in this section.

3.4.4.1 RS Analysis

Stego image of this proposed EPRDHHC scheme is analyzed through RS analysis [18]. From
Table3.19, it is observed that the values Bf,, = 6207,R_,, = 6035,5), = 4997,5_,, = 5773
and RS value is 0.0667 after embedding 112,128 bits secret data withirfiiena512) image.
The RS value of all other images are nearer to zero which implies that the proposed EPRDHHC

is not vulnerable against RS attacks.

Table 3.19: Experimental results of RS analysis in EPRDHHC

Image Data (bits) | Stegoimage 12 x 512)
R R_ S]\/[ S,]M RS value

50000 6768 | 6851 | 3944 | 3895 | 0.0123

75000 6304 | 5947 | 4943 | 5079 | 0.0438
Lena(512 x 512)

112128 6207 | 6035 | 4997 | 5573 | 0.0667

50000 5563 | 5476 | 4291 | 4337 | 0.0135

75000 5636 | 5539 | 4517 | 4689 | 0.0264
Barbara(512 x 512)

112128 5641 | 5387 4509 | 4709 | 0.0447

50000 5897 | 5975 5076 | 5131 | 0.0121

75000 6018 | 5813 | 5107 | 5313 | 0.0369
Tiffany (512 x 512)

112128 5844 | 5986 5256 | 5623 | 0.0458

50000 6621 | 6498 | 5275 | 5231 | 0.0140

75000 6419 | 6319 | 5107 | 5303 | 0.0256
Pepper(512 x 512)

112128 6164 | 6067 4978 | 4678 | 0.0356

20000 5756 | 5652 | 4896 | 4785 | 0.0201

50000 5746 | 5675 4977 | 4901 | 0.0136
Gold hill (512 x 512)

75000 5518 | 5411 5141 | 5013 | 0.0320

112128 5444 | 5186 5056 | 4881 | 0.0246

3.4.4.2 Relative Entropy

The relative entropy results between cover and stego image of the proposed EPRDHHC scheme
are given in Table 3.20. The difference of relative entropy between original and stego images
are nearer to zero which implies the proposed EPRDHHC scheme provides secure hidden data

communication.
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Table 3.20: Results of relative entropy in EPRDHHC

Cover image (1) Data (bits) | Entropy of (I) | Entropy of (S) | Relative entropy
75000 7.4451 7.4569 0.0118
Lena(512 x 512)
112128 7.4451 7.4663 0.0212
75000 7.0480 7.0612 0.0132
Barbara(512 x 512)
112128 7.0480 7.0682 0.0202
) 75000 7.2925 7.3028 0.0103
Tiffany (512 x 512)
112128 7.2925 7.3189 0.0264
75000 7.2767 7.2872 0.0105
Pepper(512 x 512)
112128 7.2767 7.2971 0.0204
) 75000 7.2367 7.2472 0.0105
Gold hill (512 x 512)
112128 7.2367 7.2575 0.0208

3.4.4.3 Statistical Analysis

The SD ¢) of before and after data embedding and @Qf original (/) and stego imagés)
are calculated and summarized in Tabl21. It is observed that the of the cover image and

the stego image are near identical.

Table 3.21: Results of Sy} and CC p) in EPRDHHC

Image SD (o) CC (p)
Image (l) | Stegoimage (S)| (I) and (S)
Lena(512 x 512) 47.8385 | 46.6524 0.9786
Barbara(512 x 512) 38.3719 | 37.8210 0.9720
Tiffany (512 x 512) 61.5978 | 60.3412 0.9713
Pepper(512 x 512) 52.1356 | 50.8421 0.9667
Gold hill (512 x 512) | 58.8723 | 56.6423 0.9624

The main problem of this scheme is that it is not reversible. The scheme can not recover

original cover image successfully but it can recover Hamming adjusted cover image.

3.5 Enhanced Dual Image based Reversible Data Hiding scheme

using Hamming Code (EDRDHHC)

An enhanced dual image based reversible data hiding scheme using Hamming code (EDRD-
HHC) has been proposed in this section. First, cover image is partitionedlintdr) pixel
blocks and copied into two arrays. After that collect LSBs and adjust redundant bits in three

LSBs (LSB, LSB+1 and LSB+2) of each arrays on both the images separately using odd parity.
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One shared secret positianand one shared secret kéyave been used to perform such data
embedding and data extraction procedure. Now, complement the bit atgbsition in each

three LSB blocks then embed secret data bit through error creation in any suitable pasition

in the block except secret positian The suitable position is the position in the block which
contains opposite value of the data bit. Thes updated byo and used as secret position for

the next block. Continue this process to embed secret data bits within three LSBs of dual im-
age. The key is used to distribute pixel blocks among dual image. During extraction one can
successfully extract the secret data from dual stego images xisingé. Three LSBs are used

to enhance payload. The data hiding capacity in this dual image based scheme is 224,256 bits.

3.5.1 Data Embedding Process

The detailed data embedding process is explained below:

First, partition the cover image intd x 7) consecutive pixel blocks then convert pixel into
binary form and copy LSB bits into two arrayg and A. Three layers of LSB bits that is LSB,
LSB+1 and LSB+2 are collected separately and used for data embedding which are shown in
Fig. 3.23. Now, adjust redundant bits in both arrays separately using odd parity. The redundant
bitsr, ro andrs of M array are adjusted based on the number of one present in the bit position
of M which are shown in Index of Fig. 3.23. For example, the; bit is set to one if the even
number of one’s are present in the positiyy and7 of M. The redundant bits;, r, r3 and

ry, of A array are adjusted and updatedjr, 6 and7 positions ofA depending on the number

of one present in the bit positions shown in Indeaf Fig. 3.23. Now, calculate shared secret
positionx = (6 mod 7) + 1, whered is the shared secret key. Then complement the bit at the
position ofx (say4 in Fig. 3.23) of M and embed secret data bit by error creation in any suitable
position except the secret position. So, the positit)iss 6 and7 are suitable locations for error
creation because if the data bit is 1 then suitable position should contain 0 only and vice versa.
Here, we choose suitable positidrisay). Now, the data embedding positiar) of M is set to

the secret positiofk) for data embedding in the array, Then same process has been followed

to embed next data bit witH array. After embedding in the LSB, we apply same process for
two copies of LSB that is LSB+1 and LSB+2 into two arraysand A separately. Now, store

the modified pixel blocks within two stego images) ) and(SA) by M and A respectively.

After that updatex by w for the next(1 x 7) pixel block usings; 11 = ((k; X w) mod 7) + 1,
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Figure 3.23: Schematic diagram of data embedding process in EDRDHHC

125



3.5 Enhanced Dual Image based RDH using Hamming code RDH using Hamming code

Input: Cover image”, Secret key and¢, Secret datadD;
Output: Dual stego imageS’M/ andSA’;

Initialization : count = 1; Calculatex = (6 mod 7) + 1
Step 1

for i = 1to (m x (n/7)) do

for j = 1to 7 dotem «— dechin(C(ilX7) (1),8); LSBI?DW) () = str2num(tem(8));
LSBZ?1><7> (j) = str2num(tem(7)); LSB371><7) (j) = str2num(tem(6)) ;

end

Step 2

for level = 1to 3 do

if (level = 1)then My ) — LSBL(mxn)iA(mxn) — LSBL(mxn) i
if (level = 2) then My, ) < LSB2(mxn);iA(mxn) < LSB2(mxn)
if (level = 3) then M, xn) < LSB3(mxn)iA(mxn) < LSB3(mxn)
for i = 1to (m x (n/7)) do

(a) M?
(b) A

(1x7) < modify redundant bit by odd parity using Ind&of Fig 3.23;

(ix7y < modify redundant bit by odd parity using Indeof Fig 3.23;

(c) Complement\/, k), wherex is a shared secret value betweetv 7;

(1><7)(

(d) Create an error by complement for data bit at any suitable pogitipof M(1X7) exceptx position;

if ((Deount == 0) and(M(Zlﬂ) ==0)) then Setw « 1,
{* No suitable location found *}

(e) x is updated by for data embedding iml('lw) ;

(0] ComplementA(1 <7 (k), wherek is a shared secret position betweetv 7;

(9) Create an error by complement for data bit at any suitable pogitipof A(1 7 exceptx position;

if ((Decount+1 ==1) and(Aflw) ==1)) then Setw « 7;

{* No suitable location found *}
(h) k= ((k X w) mod 7) + 1;

end

f (level = 1) then MLSB1 (1) < Mmxn)i ALSB1 (1) — Amxn):
if (level = 2) then MLSB2(,nxn) «— M(mxny; ALSB2(mxn) < A(mxn):
f (level = 3) then MLSB3 ()  M(mxn)i ALSB3(1mxn) < A(mxn):

end

Step 3

for i =1to (m x (n/7)) do
for j = 1to7do

temp «— dec2bin(C!?

<1><7)( 7),8); temp(8) = nqustr(MLSBl(1X7)(j))'

temp(7) = num2str(MLSBQ<1X7>( 7)); temp(6) = num2str(MLSBg ANG))
SM{, , 7y(5) = bin2dec(temp); temp(8) = num2str(ALSB1{, , 7 (7));
temp(7) = num2str(ALSBQ (1x7) (9)); temp(6) = num2str(ALSBg(1X7) G);
SA(1><7) (j) = bin2dec(temp);

end

end

Step 4 Apply £ to distribute { x 7) pixel block;

if (¢; = 0) then Exchange pixel block betweefiM* andS A?; elseNo exchange;
Step § Now two stego imagé‘M' =SM andSA’ = SAare produced.

Algorithm 7: Data embedding process of EDRDHHC
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wherei is the number of blocks. Then continue the process and update pixel values accordingly
and produce two stego images steg/ and SA. Finally, we distribute stego pixel blocks,
depending on another shared secret &egmong two stego imaggM’ andSA'. If (¢ = 1)

then selected pixel block froifi)/ is stored onSM" and pixel block fromS A is stored onS A’
otherwise pixel block frons M is stored onS A" and pixel block fromS A is stored onSM'.

3.5.2 Data Extraction Process

After receiving dual stego images)/ and SA' receiver applies the ke to rearrange pixel
blocks which are shown in Fig.24. If (¢ = 1) then selected pixel block frorfiA’ is stored

on SA; and pixel block fromS M’ is stored onS M; otherwise pixel block froms M’ is stored

on SA, and pixel block fromSA’ is stored onS/;. Collect LSBs of pixel blocks to perform
data extraction process. LSB of the first block from both stego insdgeandS A; are copied

into MLSB1 and ALSBL1 respectively. Complement the bit at thposition of the MLSB1

then apply Hamming error correcting code to detect the error position. In case of MLSB1, we
use redundant bit;, », andr; to detect the error as mentioned in Indexf Fig. 3.24. In

this case, the error encountered at the positiaf MLSB1, sow is updated by3 and then
considerw as secret position for ALSB1 array. The redundant bitandr,, r3, r, are used

for ALSB1 shown in Index of Fig. 3.24 to detect error. The error position of ALSB1 is the
data embedding position and that position is again set bykiy LSB2 bits which have to
copied into two arrays MLSB2 and ALSB2. Apply the same extraction process for MLSB2 and
ALSB2 and for MLSB3 and ALSB3 separately to extract secret bits. Now, the keypdated

for the next block using formula;,; = ((k; X w) mod 7) + 1, wherew is the error position

of ALSB3 andi = 1,2,..., number of blocks. After extracting the message bit, complement
the corresponding position that means correct the error and produce Hamming adjusted cover
image. Put the MLSB1, MLSB2 and MLSB3 in proper position and construct M array of gray
values and in the same way generate A array from ALSB1, ALSB2 and ALSB3. Now convert
those bits into pixels and stored 6t/? and SA®. Finally, collect pixels from the positiorts

5, 6 and7 from SM* and pixels from the positionk 2 and4 from S A? and rearrange them to
construct original image. The extraction process is to be stopped when receiver finds an error at
secret position in any pixel block after applying Hamming code during extraction. As a result,

one can send any arbitrary length of secret data through this approach. This scheme extracts
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(a) Stego image SM’ (b) Stego image SA’
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(c) Cover image C
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Figure 3.24: Schematic diagram of data extraction process in EDRDHHC
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Input :Dual stego imag€ M andSA’ of hightm and widthn, Secret keys and¢;
Output: Secret datadD, Cover image”; Initialization : count = 1; Calculatex = (§ mod 7) + 1;

Step 1 if (£(x)=0) then SM(1X7> — SA<1X7), <'1X7> — SM(1X7),
elseSMU”) — SM(1X7), SA (1><7) — SA(1X7), wherei = 1,2,3,...,(m x (n/7)) andz = (reminder(i, length(§))+1);
Step 2

for (: = 1to (m x (n/7))) do
for (j = 1to 7)dotemp = dechzn(SM(b(?) (4).8); MLSBl<1X7) (j) = str2num(temp(8));

MLSB2(1X7) (j) = str2num(temp(7)); MLSBB<1X7>( j) = str2num(temp(6)); temp = dec2b'm(SA(1X7) 4).8);

ALSBII('DW) (§) = str2num(temp(8)); ALSB2! (j) = str2num(temp(7));

(axn\J
ALSBB%DU) (4) = str2num(temp(6)) ;

end

Step 3

for (level = 1 to 3) do

if (level == 1) then M(y, ) < MLSB1(msn)iA(mxn) — ALSBL ()

if (level == 2) then My ) — MLSB2(mun)iA(mxn) — ALSB2(mxn) ;

if (level == 3) then M,y < MLSB3 (1 5n)iA(mxn) — ALSB3(1mxn) ;

for i = 110 (m x (n/7)) do

(a) Complemenf\/, k), wherer is a shared secret position; (), » 3y < M? wherer is the redundant bits

(1><7)( (1x7)’
using Index 1 from Fig3.24; (¢) w « decimal(r(1 x3)), wherew indicates the error position or data embedding

position; (d)D’,,,,.: = (il><7) (W), ifw # 0;if ((w== D)&(M(1X7) == 0)) then Deount = M<"1X7>(1); w=1;

if (w == k) thengotoStep 5
(e) M(1X7) (w) = ComplementM(ilﬂ)( w)); k is updated byw;

f) ComplementA? k), wherek is a shared secret position; 3y — Al wherer is the redundant bits
(1x7) Wh x3)

(1x7)*
using Index 2 from Fig3.24; (h) w «— decimal(r (1 x 3 ), Wherew indicates the error position or data embedding

position; (i) D’ (W), if w # 0;if (w== 1)&(A§1X7) == 1)) then Dcount = y(Diw =T,

1',
count — (1><7) 1><7

if (w == k) thengotoStep 5

0)] AZ('1X7) (w) = Complement{lélw) (w)); (k) Updatex as,x = ((k X w) mod 7) + 1
end

if (level == 1)then MLSB1 (1 xn) < M(mxn); ALSBl(mxn) < A(mxn):

if (level == 2) then MLSB2(mxn) — Mimxn); ALSB2(mxn) — Amxn):

if (level == 3) then MLSB3(xn) — Mimxn); ALSB3(mxn) — Afmxn);

end

Step 4for (: = 1to (m x (n/7)) do

for (j = 1to 7)do

tem — deC2bir(CElX7) (4),8); temp(8) = nquStT(MLSBléIX”(j));
temp(7) = num2str(MLSBQElX7 (9)); temp(6) = num25tr(MLSBBZ('1X7) )5
SM(731><7) (j) = bin2dec(temp); temp(8) = mﬂani&r(ALSB17"1><7> )

temp(7) = num2st'r(ALSBQElx7)( 7)); temp(6) = num2str(ALSBSElX7) G;
SA’E'IX” () = bin2dec(temp);

if (j=3 or j=5 or j=6 or j=7) thenC’<1X7>( j) = SM(1X7)( )

if (j=1orj=2 orj=4) thenC(1X7 () = (1X7)(]),

end

end

Step 5§ Recover Cover imagé’gmxm and secret dat®’.

Algorithm 8: Data extraction process of EDRDHHC
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secret data and recovers cover image successfully. The algorithm for data extraction and cover

image reconstruction is given in Algorith&

3.5.3 Experimental Results and Comparisons

Some standard gray scale images of $ize x 512) are used in this study which are shown

in Fig. 3.25. After embedding the secret data, dual stego image has been generated which are

p——

(d) Mrittika (512 x 512) (e) Peppers (512 x 512) (f) Gold hill (512 x 512)

Figure 3.25: Standard cover images used in EDRDHHC

shown in Fig. 3.26. The qualities of stego images are measured using Peak Signal to Noise
Ratio(PSNR). Table3.22 shows the image quality after embedding different amount of secret
data bits. PSNR of (C & M) and PSNR of (I &5 A") represent the measurement of visual
quality of the first and second stego image respectively while Avg. PSNR is the average of
these two qualities of the stego images. From the Talde the average PSNR of proposed
scheme is greater thas (dB) and the maximum embedding capacityis (512 x 512/7) =

2, 24,256 bits. The payload is measured py= m (bpp), wherey is the total number of

bits of two stego images. The payload in this schene4ig6 (bpp). The proposed scheme is
compared with Kim et al.'s [28] DHHC scheme and Lien et al.'s [41] DDHHC scheme shown in
Table 3.23 In Kim et al.'s scheme, the MPSNR of lena imagr i83 and44.71 (dB) when they

embed16, 384 and4, 096 bits respectively. In Lien et al.'s scheme, the MPSNR of lena image
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(a) Mrittika Stego Major (SM) (b) Lena Stego Major (SM)

7

(d) Mrittika StegoAuxiliary (SA)  (e) Lena Stego Auxiliary (SA) (f) Peppers Stego Auxiliary (SA)

Figure 3.26: Dual stego images produced from EDRDHHC

Table 3.22: PSNR (dB) of stego images with different embedding capacity in EDRDHHC

PSNR (dB) with data embedding capacity (bits)

Cover image C Secret data (bits| PSNR (C &SM') | PSNR(C&SA') | Avg. PSNR
74,752 40.84 40.88

Barbara(512 x 512) | 1,49,504 39.82 39.84 39.72
2,24,256 38.48 38.47
74,752 4055 40.64

Lena(512 x 512) 1,49,504 39.27 39.34 39.38
2,24,256 38.18 38.29
74,752 40.47 40.50

Pepperg512 x 512) | 1,49,504 39.22 39.20 39.29
2,24,256 38.15 38.25
74,752 40.27 40.70

Mrittika (512 x 512) | 1,49,504 39.20 39.45 39.50
2,24,256 38.63 38.74
74,752 40.56 40.59

Tiffany (512 x 512) | 1,49,504 39.29 39.28 39.37
2,24,256 38.21 38.31
74,752 40.11 40.90

Gold hill (512 x 512) | 1,49,504 39.28 39.29 39.34
2,24,256 38.17 38.26

is 38.60 and44.71 (dB) when embedetl6, 384 and4, 096 bits respectively, but in the proposed
EDRDHHC scheme PSNR of lena imagetis89 and53.53 (dB) when embedded with secret
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Table 3.23: Comparison with DHHC and DDHHC schemes in terms of PSNR (dB)

Embedded bits| 4,096 bits 16,384 bits

Scheme DHHC | DDHHC | EDRDHHC | DHHC | DDHHC | EDRDHHC
Lena 32.03 38.60 53.53 38.12 44.71 49.89
Barbara 32.03 38.57 51.61 38.14 44.77 49.88
Tiffany 31.72 36.24 53.29 38.04 4291 50.02
Pepper 31.98 | 38.02 52.31 38.10 | 44.19 49.85

Gold hill 32.02 38.66 49.76 38.13 44.96 48.98

bits 16, 384 and4, 096 respectively. Other PSNR values are shown in Tali8. It is observed

that PSNR of the proposed scheme is greater than the other existing schemes. As a result, visual
quality is also better than other schemes. (AR x 512) cover image the embedding capacity

is 2,24, 256 bits which implies the payload 5426 (bpp).

Another comparison has been presented with the existing Hamming code based data hiding
schemes which considered gray scale image in their experiment. Matrix coding [67], Hamming
+1 [73] and Hamming # [29] schemes have been taken into account for comparison with
proposed scheme. The results are listed in the Table 3.24. The PSNR of the proposed scheme

is lower than all other schemes. The PSNR and payload of proposed scheme is also lower

Table 3.24: Comparison of EDRDHHC with existing schemes in terms of PSNR (dB)

Images Matrix coding | Hamming 4 | Hamming 8 | EDRDHHC scheme
Lena(512 x 512) 56.05 52.43 53.95 39.38
Barbara(512 x 512) 54.65 48.60 53.93 39.72
Tiffany (512 x 512) 53.98 47.46 53.96 39.37
Pepper(512 x 512) 54.01 47.26 53.95 39.29
Gold hill (512 x 512) | 57.02 53.73 53.95 39.34

that other existing dual image based schemes but in terms of security it is better than existing
dual image based schemes, because two shared secrét&ays have been used during data
embedding where maximum possible numbers @f 37449. It is hard to guess the length of
key¢ (1) which is used to shuffle the pixel block among dual image. So, total trails for choosing
correct key will be37449 x 2kength of € - Reversibility has been achieved in Hamming code

based data hiding schemes through this approach.
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3.5.4 Steganalysis and Steganographic Attacks

All the stego images are analyzed through RS analysis [18] to test the vulnerability of pro-
posed scheme and perform some steganographic attacks to prove the robustness of the proposed

scheme.

3.5.4.1 RS Analysis

It is observed from Tablg.25 and3.26 that the values oRR;; = 6452,R_,; =5321,5,; = 5412

, S_y = 5214 for Lena image. Thus rulg,, = R_,, andS,, = S_,, are satisfied in this

Table 3.25: RS analysis of stego imagj#/' in EDRDHHC

’

Image Data SM

Ry R_yp | Su S_wm | RSvalue
74752 6745 | 5942 5874 | 5687 | 0.0784
149504 | 6591 | 5642 5641 | 5463 | 0.0921
224256 | 6452 | 5321 5412 | 5214 | 0.1120
74752 6245 | 5621 5274 | 4952 | 0.0821
149504 | 5942 | 5462 5124 | 4562 | 0.0941
224256 | 5874 | 5287 4986 | 4356 | 0.1120
74752 6874 | 6014 5749 | 5574 | 0.0819
149504 | 6541 | 5324 5589 | 5264 | 0.1271
224256 | 6124 | 5241 5472 | 5023 | 0.1148

Lena(512 x 512)

Barbara(512 x 512)

Tiffany (512 x 512)

74752 | 6754 | 6035 5962 | 5124 | 0.1224
149504 | 6542 | 5941 5784 | 4963 | 0.1153

Pepper(512 x 512)
224256 | 6324 | 5874 5632 | 4741 | 0.1121

74752 | 6741 | 6039 5896 | 5034 | 0.1237
149504 | 6536 | 5684 | 5674 | 4963 | 0.1280

Gold hill (512 x 512)
224256 | 6472 | 5963 | 5471 | 4762 | 0.1019

scheme. So, the proposed method is secure against RS analysis.

3.5.4.2 Relative Entropy

The relative entropy between the stego image and original cover image are measured and pre-
sented in Table 3.27.

3.5.4.3 Statistical Analysis

The SD ¢) before and after data embedding of cover and stego images and)®&tyween

original and stego images are summarized in Talle.
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Table 3.26: RS analysis of stego imagjd’ in EDRDHHC

/

Image Data SA

Ry R_y | Su S_wm | RSvalue
74752 6674 | 5874 5764 | 5547 | 0.0817
149504 | 6489 | 5592 5674 | 5547 | 0.0841
224256 | 6487 | 5547 5468 | 5287 | 0.0937

Lena(512 x 512)

74752 | 6245 | 5641 | 5236 | 4978 | 0.0750
149504 | 5942 | 5462 | 5124 | 4562 | 0.0941
224256 | 5874 | 5287 | 4986 | 4563 | 0.0930
74752 | 6874 | 6014 | 5749 | 5574 | 0.0819
149504 | 6541 | 5684 | 5589 | 5264 | 0.0974
224256 | 6012 | 5324 | 5472 | 5023 | 0.0990
74752 | 6654 | 6125 | 5962 | 5362 | 0.0894
149504 | 6542 | 6012 | 5784 | 5247 | 0.0865
224256 | 6324 | 5874 | 5632 | 4962 | 0.0936
74752 | 6654 | 6241 | 5896 | 5214 | 0.0872
149504 | 6452 | 5745 | 5674 | 5247 | 0.0935
224256 | 6324 | 5874 | 5632 | 4962 | 0.09367

Barbara(512 x 512)

Tiffany (512 x 512)

Pepper(512 x 512)

Gold hill (512 x 512)

Table 3.27: Experimental results of relative entropy in EDRDHHC

Image Data(bits) | Entropy of I | Entropy of SM' | Entropy ofSA" | D(SM’||I) | D(SA'||T)

74752 7.4451 7.4512 7.4520 0.0061 0.0069

149504 | 7.4451 7.4559 7.4565 0.0108 0.0114
Lena(512 x 512)

224256 | 7.4451 7.4596 7.4620 0.0145 0.0169

74752 7.0480 7.0540 7.0550 0.0060 0.0070

149504 | 7.0480 7.0570 7.0580 0.0090 0.0100
Barbara(512 x 512)

224256 | 7.0480 7.0610 7.0625 0.0130 0.0145

74752 7.2925 7.3010 7.0390 0.0085 0.0165

149504 | 7.2925 7.3120 7.33125 0.0195 0.0200
Tiffany (512 x 512)

224256 | 7.2925 7.3150 7.3160 0.0225 0.0235

74752 7.2767 7.2872 7.2971 0.0105 0.0204

149504 | 7.2767 7.3172 7.3191 0.0406 0.0425
Pepper(512 x 512)

224256 | 7.2767 7.3257 7.3298 0.0492 0.0533

37720 7.2367 7.2387 7.2398 0.0020 0.0031

64800 7.2367 7.2464 7.2485 0.0097 0.0118
Gold hill (512 x 512)

74752 7.2367 7.2490 7.2499 0.0123 0.0132

It is observed that there is no significant difference between the standard deviation of the cover
image and the stego image. This study shows that the magnitude of change in stego-image
based on image parameters is small from cover image. Since the image parameters have not
changed much, so the method offers good concealment of secret data and reduces the chances

of detection. Thus, it suggests a secure steganographic system.
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Table 3.28: Experimental results of SB)(@nd CC p) in EDRDHHC

Image SD (o) CC (p)

Coverimage (I)| Stego imagQSM/) Stego imagQSA/) 1& SM' | 1& SA" | SM & SA’
Lena(512 x 512) 47.8385 46.4867 46.6873 0.9752 0.9757 0.9754
Barbara(512 x 512) 38.3719 37.4945 37.8545 0.9751 0.9765 0.9756
Tiffany (512 x 512) 61.5978 60.4221 60.9442 0.9814 0.9774 0.9752
Pepper(512 x 512) 52.1356 51.8987 52.241 0.9793 0.9791 | 0.9784
Gold hill (512 x 512) | 58.8723 57.8974 57.8776 0.9764 0.9728 0.9712

3.5.4.4 Histogram Attack

Fig 3.27 have shown the histogram of the cover and stego images and their difference histogram.
The stego image is produced from cover image employing the maximum data hiding capacity.
It is observed that the shape of the histogram is preserved after embedding the secret data. The
difference of the histogram is very small. The bins that are close to zero are more in numbers
and the bins which are away from zero are less in numbers. This confirms better quality of stego
image. There is no step pattern observed which ensures the proposed method is robust against

histogram analysis.

3.5.4.5 Brute Force Attack

Two shared secret keysand{ have been used during both embedding and extraction stage. The
scheme is secure to prevent possible malicious attacks. The proposed scheme constructs two
stego images which protect original information by hiding secret information in both images
SM' andSA’. The Fig3.28 shows the revelation example where both the keys are unknown.

If the malicious attacker holds the original image and dual images and is fully aware of the
proposed scheme, the hidden message still cannot be correctly revealed without knowing the
correct secret keys. For example, Fi$j28 shows two stego derived from lena images using
secret keys which are different from that used to construct without knowing secret key. The
result indicates that the attacker only acquires noise -like image when applying incorrect secret
key to reveal the hidden message. Furthermore, the attacker may employ the brute force attack
that tries all possible permutation to reveal the hidden message. The total number of trials to
revels the hidden message are 7 x 18 x m x n/B x 2n9th of ¢ ‘where(m x n) is the size

of the cover image and is the block size, which are computationally unfeasible for current

computers. The proposed scheme is robust against several attacks. Furthermore, the secret
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Figure 3.27: Histogram of original image, stego images and their difference in EDRDHHC
information can be retrieved without encountering any loss of data using correct secret keys and

original image can be recovered successfully from dual image.

3.5.5 Key Space

Two shared secret keysand ¢ have been used during data embedding and extraction stage.
Another secret positior and data embedding positianis also used during data hiding and
extraction stage but these are not shared secret keys.x Tias been updated by the data
embedding positionv for each new row. One can use more than one key in a single row

that will enhance security but increase computational cost. The possible number of keys are

2x 7 x 18 x m x (n/B) x 2tength of & which are explained below:

Corollary 3.5.1 Possible number of blocks for(a: x n) cover image i (m x n/B) |, where
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Say, 52165342271
£=la2b3c4dBebf7g8h

(a) Secret data as image
(128 x 73) pixel

(b) Original image I
(512 x 512)

Using wrong secret key
&= 9373654231:
E=z1x2c3v4bEn6m7 k8.

(c) Stego image SM’

(d) Steqgo image SA’
(512 x 512)

(512 x 512)

(e) Noise like secret image

Figure 3.28: Experimental result of Brute Force Attack in EDRDHHC
B is the block size. u

Corollary 3.5.2 Possible number of secret keyfor a (m x n) cover image i2 x B x B —

1 x number of layers for dual image. |

Corollary 3.5.3 Possible number of secret kgyare 279t o/ £ Combining withs, the maxi-

mum possible combination will be fo(a xn) coverimage i& x Bx B—1xnumber of layersx

2length of & . [ ]

Example 3.5.1 Consider a cover image of sizel2 x 512), wherem = 512 andn = 512 is the
row and column of cover image and block siz& s, the possible number of keyss equal to
2x7x(7T—1)x3x [(512x 512/7)| =9437184. Total possibility of secret key®f length
128 (say) is equal ta'?%. So the combination of total number of possibilities to reveal the keys

are equal t09437184 x 2128, |
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3.6 Analysis and Discussions

The comparison of four proposed Hamming code based data hiding schemes are described
below in Table 3.29. From this table it is observed that the payload is better in our reversible data
hiding schemes because dual image has been used which increases data hiding capacity. The
visual quality of PRDHHC and DRDHHC is better than EPRDHHC and EDRDHHC because
only one LSB layer have been considered in earlier schemes but three LSB layers has been
considered in the later scheme to increase payload. The maximum payload is 0.426 (bpp) in
these proposed schemes but reversibility has been achieved. The secret keys play an important

role in enhancing security.

Table 3.29: Comparisons of developed schemes in terms of PSNR (dB) and payload (bpp)

Schemes Reversible/ Irreversibleg  Single/Dual | Capacity (bits) | PSNR (dB) | Payload (bpp)
PRDHHC Irreversible Single 37,306 50.13 0.142
DRDHHC Reversible Dual 74,606 51.75 0.142
EPRDHHC | Irreversible Single 1,11,909 32.14 0.426
EDRDHHC | Reversible Dual 2,23,818 38.23 0.426

The stego images of these schemes are analyzed through RS analysis, We calculate relative
entropy and find the correlation coefficigit) which are shown in Table 3.30. We have also
shown the total number of trails required to reveal the secret messageis 184 x 228 which

are computationally unfeasible for current computers.

Table 3.30: Comparisons of proposed schemes in terms of steganalysis values

Proposed schemes Capacity (bits)| PSNR (dB) | RS value | Relative Entropy| CC(p) | Payload (bpp)
PDRHHC 37,306 50.13 0.0357 0.0069 0.9864 | 0.142
DRDHHC 74,606 51.75 0.0578 0.0086 0.9834 | 0.142
EPRDHHC 1,11,909 32.14 0.667 0.0212 0.9786 | 0.426
EDRDHHC 2,23,818 38.23 0.1120 0.145 0.9752 | 0.426

To improve the payload some innovative reversible data hiding schemes have been proposed
using Pixel Value Difference (PVD), Difference Expansion (DE) and Exploiting Modification

Direction (EMD) method which are discussed in next chapter.
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RDH using PVD, DE and EMD
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4.1 Introduction

Communication through data hiding is carried out by concealing the existence of secret infor-
mation within cover media. If the existence of secret information is revealed, data hiding fails.

It can meet both legal and illegal interests. For example, civilians may use it for protecting
privacy while terrorists may use it for spreading terrorist information. For a sophisticated data
hiding strategies, it has been proven in practice that one efficient style of increasing security is
to reduce the number of changes that is inserted into the cover image. However, the embed-
ding efficiency and payload cannot reach the best level when the schemes are used to deal with
gray scale image. Recently, reversible data hiding plays very important role in medical im-
age processing and military communications. Information can be embedded into image which
contains ownership identification, authentication and copy right protection. Designing a novel
data hiding system accomplishing good visual quality, high embedding capacity, robustness and
protection is a technically challenging problem. After the confidential message extraction, the
requirement for the image reversibility for the entire recovery of the original object without any

distortion goes high.

To improve data hiding capacity in terms of the payload using pairs of pixel, some innovative
dual-image based RDH schemes using PVD, DE and EMD method have been proposed. In the
previous chapter, Hamming code based data hiding schemes have been developed with shared
secret keys. The image quality and security was good but the embedding capacity was limited.
To improve the data hiding capacity, three new dual image based reversible data hiding schemes
have been introduced in this chapter. All these proposed schemes are based on PVD and com-
bined with DE and EMD. The first data hiding scheme is based on PVD with DE (PVDDE).
The PSNR of PVDDE is 38.95 (dB) and payload is 1.25 (bpp). To increase the data hiding
capacity while preserving good visual quality another new dual image based RDH scheme has
been presented using PVD with EMD (PVDEMD). In this approach, payload is 1.75 (bpp) with
PSNR 40.43 (dB). Again an attempt has been made to increase the data hiding capacity with
a tolerant level of visual quality. Then another new dual-image based RDH scheme has been
proposed using TPVD with DE (TPVDDE). The payload of this approach is increased to 2.16
(bpp), but quality has been decreased and it is only 26.18 (dB).
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4.2 Dual Image based RDH using PVD with DE (PVDDE)

In this section, a new dual-image based RDH scheme has been proposed using PVD with DE
(PVDDE). Here, the secret message is partitioned into sub-stream of bie where(n — 1)

bits are embedded using PVD amndit is embedded using DE. First, we consider two con-
secutive pixels from cover image then calculate the difference between them. Now, embed
(n — 1) secret data bits by modifying the pixel pair using PVD and embédt secret data

using embedding function of DE. After embeddindits secret data, two pair of pixel has been
produced. Finally, we distribute these two stego pixel pair among dual stego images depending
on a shared secret key. At the receiver end, secret message has been successfully extracted and
original image has been recovered from dual stego images without any distortion. The experi-
mental results and comparisons with other state-of-the-art methods are presented here. Analysis
of stego images has been performed using RS analysis, Histogram analysis, Statistical analysis.

Some steganographic attacks also has been shown here as case study.

4.2.1 Data Embedding Process

The schematic diagram of proposed PVDE method for data embedding process is shown in
Fig 4.1. The corresponding data embedding algorithm is listed in Algorithithe numerical
illustration of data embedding also shown in Fig 4.2. According to this approach, first select two
consecutive pixels; andx; ., from original imagel then calculate the pixel value differenc¢e

between them.
d=|z; — i1 (4.1)

The number of secret data bits to be embedded within the selected pixel pair is determined
by the sub-range of reference tabile The reference tabl& have equal sub-rangé, ub]

having the lengthob that iswb = ub — b + 1. In this schemewb has been fixed ak unit.

Hence, the contiguous sub-rangesfre- 15, 16 — 31, 32 — 47, ..., 240 — 255} which have
capabilities to embed four bits secret data within each pixel pair using PVD. Now to embed these

four bits secret data, two new two parametérandd  have been introduced and calculated as

SPublished in thénternational Journal of Network Security , Vol.18, No.4, pp.633-643, July 2016,(Impact
Factor - 1.3921), with titleA Dual-image based Reversible Data Hiding Scheme using Pixel Value Difference

Expansion
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(a) Original image I (M x N) Range table of PVD
(b}
Secret key (£): 10101.....
o : 16 (Ib)
e Secret message D
=11110.... 32 (Ibe
pixel pair 555
i Xi+i _
m; ms x=d-Ib
d = Ix; - Xyl 1111 | o fox) | fxd = x*2+ my
Apply PVD 1 2
| X' Xier! Apply DE Xt Xt
_ L 0
£=1 o £ ® F=1
(b) Stego image (SM) (c) Stego image (SA)
(M x N) (M x N)

Figure 4.1: Schematic diagram of data embedding process in PVDDE scheme
follows:

d = lb+m (4.2)

d = d-d (4.3)

wherem, is the decimal value of four bits secret message. After that, the pixel va)ussd

x;+1 are modified and two new pixel value';sandyc;+1 are produced as follows: Iif; > z;4

then
v, o= @it f (4.4)
37;+1 = Tip1 —C
else
x; = x;—¢ (4.5)
$;+1 = Tipn+f

wherec = (%”1 andf = L%J. After that, DE method is applied on the pixel pajrandz;

to embed one bit data. Now, select the lower rafigefrom the sub-range of reference tatite
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Input: Original image | 4/ x N), Secret datdD, Shared secret ke
Output: Two stego images, Stego Major (SM) and Stego Auxiliary (SA) of éizex N).
Step 1: Select pixel pair€;, z;+1) from I in raster scan order;
Step 2: Calculate the differencé = |z; — z;41/;
Step 3: Select4 bits secret data fron and convert it into decimal value; and1 bit asmsg;
Step 4: Calculated’ = m1 + lb; where,lb is the lower bound of the sub range of reference tdbla which d is mapped;
Step 5: Calculated” = d' — d;
Step 6: Computec = (%1 andf = L%j;
Step 7:
if (x; > x;41) then
‘ I; :ﬂ?i+f;I;+1 =®ijy1 —C;
else
\ x;=mifc;x;-+1 =zip1+ [
end
Step 8: Calculateh; = (d — Ib);
Step 9: Calculateh'1 = 2 X h1 + mg; where,ms is 1 bit secret message;
Step 10:Calculate Averagel = L@J;
Step 11:Calculatec; = [%/]; andf, = L%/J;
Step 12:
if (z; > ;) then
‘ ;r;/ =A+c ;33:;/+1 =A— fi;
else
‘ x;/ =A—-f1 236;;1 =A+ec;

end
Step 13:
if (¢ =1)then

‘ Store (r;-, m;+1) within stego image SM and store;(, m;;l) within stego image SA,
else

| Store ¢;,x; ;) within stego image SA and store,{, z; , ,) within stego image SM;
end
Step 14: RepeatStep 1to Step 13until length(D) = 0;
Step 15:Dual stego image SM and SA are produced;
Step 16:End

Algorithm 9: Data embedding process of PVDDE

where the difference is mapped. Then calculate the parametgysA andh; as follows:

hy = (d—1b) (4.6)
A = (1 +25,4)/2 (4.7)
hy = (2% hy+my) (4.8)
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RDH using PVD, DE and EMD
160 | 170 Secret data (D) : 1111001011
165 | 174 Secret key (£): 1010......

| 11110 | 01011 |
Decimal value
15[ o5 1]
my; My My My
Select 4 bits from D, that is my=(1111),=(15);p
add m; with lower bound (Ib) of the sub-range of (R).
16 So,d'=lb+my=0+15=15
d''=d'-d=15-10=5;

32

i ¢ = |'_5/E| 3 f= \_5@ =2

Here x;< x4

255 x;'= 160 - ¢ = 160 - 3 = 157;
Xp X Xipy'=170+ £ = 170+ 2 = 172

The modified pixel pair is

Apply DE:  Select next bit from D, that is m2
First, calculate h; = (d - Ib) = 10 - 0 = 10 Of% 10: fy = I_O/EI

(a) Original image I (2x2)

hy' = (2 x hy + mp), where mp is 1 bit secret data  Here < Xq
=(2x10+0)=20: ::‘\—fj =164 -10=154;
A {GVQJ = ﬂOOI"{TI57+I?2)/2) :If""‘;,' . x‘_+1rr: A+ I 164 + 10 = 174:

X X+t . _ f f -
The madified pixel pairis [ 154 17 Since, secret key (£)=1, So, (x;', x;,1') pair is
stored within stego image SM and (x;"", xj.1'')

pair is stored within stego image SA.
d'=lb+my= 0+5=15

] e b

Here xj< x4

Apply PVD :

Next pixel pair is

d=|165-174|=9

XI J+1

The modified pixel pairis | 147 X;'=165-¢c=165-(-2)=165+2=167;
Apply DE: Xigg =174+ =174+ (-2)=174- 2= 172
Select next bit from D, that is my= 1 ;= F9/§| = 10 fi= \_Q/J
hy=(d-ib)=9-0=9 ) )
hy'=(2xhy+my) = (2x9+1)= 19 Here i <X
A =floor((167+172)/2) = 169 , X' = A-fy = 169-9=160

Xt Xig''= A+ cym 169+ 10 = 179

The modified pixel pair is

Since secret key (£)=0, so, (x;', x;,1') pair is stored within stego image 5A and
(x;"", xj.1"") pair is stored within stego image SM .

157 | 172 154 | 174
160 | 179 167 | 172

(c) Stego image SA

(b) Stego image SM

Figure 4.2: Numerical example of data embedding in PVDDE method
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wherem, is one bit secret message. Again, the pixel pair, @;H) is modified and produced

z; andz;, as follows: If @; > z;,,) then

r, = A+ (4.9)
37;/+1 = A—-f

else
T, = A—f (4.10)

xi-}—l - A‘I’Cl

1 /

wherec, = [(hy/2)] andf, = [(h}/2)]. Finally, two stego pixel pairsi(, =; ;) and @; , z;, ;)

are distributed among dual stego images, Stego Major (SM) and Stego Auxiliary (SA) based
on shared secret key bigs If ¢ = 1, then the pixel pair;, xfm) is stored within the stego
image SM and the pixel pairz:Z,a:;;l) is stored within the stego image SA else the pixel pair
(z;,7;,,) is stored within the stego image SA and the pixel pajr, ¢;, ) is stored within the

stego image SM. Finally, dual stego images have been produced.

4.2.2 Data Extraction Process

The data extraction procedure of proposed PVDDE scheme has been explained through a
schematic diagram shown in Fig3. At the receiver end, both the secret data extraction and
original image reconstruction have been performed by considering pixel pair from both the stego
images SM and SA. First, we apply the shared secrettkeyselect the pixel pair from both

stego images SM and SA for specific operation either PVD or DE. 1, then select pixel

pair (x;,x;H) from SM and apply data extraction procedure using PVD and at the same time
select pixel pair £;, z;,,) from SA and apply data extraction procedure using DE. # 0,

then apply the pixel pair selection process opposite to the previous, that means select pixel pair
(x;, z;,,) from stego image SA and(, z;,,) from stego image SM. The corresponding algo-

rithm for data extraction and recovery of original image is listed in Algoritfim

Now, the secret data extraction and original image recovery process have been performed as
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(a) Stego image (5M) (b) Stego image (5A)

£=0
é’:f 541“0 v é’: 1
X Xivi \o X Xy
;\? pixel pair %%9'
3 v
& %

Extract 4 bits secret
message from each
pixel pair

Extract 1 bit secret
message from each
pixel pair

(c) Recovered cover image C

Figure 4.3: Schematic diagram of data extraction process in PVDDE scheme
follows: First, calculate the differenekbetween the pixel pait, «; +1) and extractn, as

’

d = |v; — x;+1| (4.11)
my = d—1b, (4.12)
wherelb is the lower bound of the sub-range of the reference t&bkehered is mapped and

my IS the4 bits secret data. Now, we have perform

!

R T (4.13)

and collect one bit secret message,) from LSB of 2;. To recover the original image, we

have performed the following computations:

hlzL%/lj (4.14)
d = (h+1b) (4.15)
d = d—d (4.16)
¢ = [%”1 (4.17)
=1L @.18)
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Input: Two stego images SM and SA, Shared secret&key
Output: Original cover imagd (M x N); Secret DataD;
Step 1: Select pixel pair from SM and SA in raster scan order;
Step 2:
if (¢ =1)then

| Collect @}, ;) from SM and collect;, , ;) from SA;
else

‘ Collect (w;, z;+1) from SA and coIIectﬁ;' , 5”;l+1) from SM;
end
Step 3: Calculated = |z — a7, |;
Step 4: Extract secret message; = d’ — Ib, wherelb is the lower bound of the sub-range of range taje
Step 5: Calculateh'1 = (:c;, — x/i/+1); (Extract secret message ity from LSB ofh;);
Step 6: Calculateh; = L%llj;
Step 7: Calculated = (h1 + Ib); wherelb is the lower bound of the sub-range of the reference tRotenered’ is mapped;
Step 8: Calculated” = d — d;
Step 9: Calculatec = [%ﬁ];
Step 10:Calculatef = L%”J;
Step 11:
if (z; > a, ) then

T = 50; - fi l’i+1=50;+1 +c

else

‘ ;= r; + ¢ Tip1= $;+1 - f
end
Step 12:RepeatStep 1throughStep 11until all secret data are extracted;
Step 13:End

Algorithm 10: Data extraction process of PVDDE
Now, the pixel pair(z;, z; 1) has been recovered from the stego image using

x;—f, x;H—i—c ifx;>$;+1 (4.19)

(@i, Tit1) = , , )
r;+c, z,., —f otherwise

The corresponding numerical example is shown in Fig 4.4.

4.2.3 Overflow and Underflow Control

When stego pixel values become more than the upper limit of gray scale [0, 255] then overflow
situation occurs and when stego pixel value becomes less than the lower limit of gray scale
then underflow occurs. In this scheme, 8 bits gray scale image [0 - 255] have been used, where
upper limit is 255 and lower limit is O (zero). Suppose a pixel pajrz;,,) with pixel values

x; = 250 andx;;; = 255 needs to embed 4 bits secret data valu1), that is(13),,. The
difference between pixel paitis | 250 — 255 | = 5 and the new differencé is 13 + 0 = 13.

Therefored =13 -5=8,c=4 andf = 4. After embedding secret message, the stego pixel
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Two stego images

. 157 | 172 154 | 174 ,
Stego image Stego image
SM(2x2) 160 | 179 167 | 172 | sA(2x2)
Consider the pixel pair from SM and SA; Shared secret key (£): 1010.......
X' X! X" X since key=1,

Collect (x;’, xj.4') from SM

Apply PVD o and (x;"’, xj.3"') from 5A Apply DE

\/

16 secret data my

32 =15-0=15=(1111),
:

d'= |x;'- x;3'| = 157 - 172] = 15 : h'= b X lE 20
2b5 ma = LSB (hy') = LSB (10100) = O:
Calculate h; = k 4 EO/? =10; Calculate, d = (h; + [b) = (10 + 0) = 10;

d'=d'-d=15-10:5: c= [p/2| =3 f= b/ - 2
Here (x;" < x;,4'), So, x;j=x;"+c=157+3=160; x; 4=x,,4 -f=172-2=170;

Extracted original pixel pair is

Xi o Xt
Consider next pixel pair from 5M and 5A
since key = 0

‘ Collect (x;', x.1") from SA

i X+ and (x;'', x.1" ") from SM

Apply DE

160 | 179

hy'= Ix;'" - Xpq''l= 19

my = LSB (hy') = LSB (10011) = 1:

d'= |x;'- x| = [167 - 172 = 5; Again calculate d = (h; + Ib) = (9+ 0) = &
Secret datamy =5-0=5=(0101), d''=d'-d=5-9=-f
c=F42] =2 = 4/2J

Here (x;' <« x;4'), S0, xp=x;"+c =167 +(-2)=165"  xj,3=x;, -f=172-(-2)=174:

The recovered original pixel pair is

160 | 170 The extracted secret data D

The recovered cover image is - 11110 0101 1

165 | 174

Figure 4.4: Numerical example of data extraction in PVDDE method

pair becomes:; = 246 andx;Jrl = 259 which crosses the upper limit of gray scale that means
a:;H > 255 which shows overflow condition. For underflow, suppese 0 andz;,.; = 7 and
try to embed 4 bits secret dat&010), that is(10),o. The difference between pixel pairis

149



4.2 Dual Image based RDH using PVD with DE RDH using PVD, DE and EMD

| 0 — 7 | =7 and the new differencé is 10 + 0 = 10. Therefored’ = 10 -7 = 3,c =2

and f = 1. The stego pixel pair becomes = —2 andz;,, = 8. Itis observed that; < 0

shows underflow condition. To overcome this situation, do not embed any secret data bit within
those specified pixel pair where overflow and underflow condition may occur. It is observed
that after embedding, the difference between pixel pair is not greater than 31. To overcome
the overflow problem, difference expansion method is used and set the difference 32 when data
hiding by difference expansion is 0 and subtracting 32 from the average of two pixels. So, the
modified pixel pair becomeg&; = avg — 32,7, = z;,,) and set the difference 33 when

data is 1 by subtracting 33 from the average of two pixels. So, the modified pixel pair becomes
(z; = avg — 33,7,,, = w;,,). To overcome the underflow problem, set the difference 32
when data is 0 by adding 32 with the average of two pixels. So, the modified pixel pair will
be (z; = avg + 32,;,, = z,,,) and set the difference 33 when data is 1 by adding 33 with
the average of two pixels. So, the modified pixel pair will(p€ = avg + 33,2, = z;,,).

In the receiver side, when difference between the pixelandz;, , is 32 or 33 the receiver

understand that the secret message is not embedded within that,pajr ;) corresponding to

" "

(z;, xi—O—l)'

4.2.4 Experimental Results and Comparisons

The proposed algorithm is verified using some standard gray scale images @58ize 256)
pixels as cover image shown in Fig. After data embedding dual stego image SM and SA are
produced which are shown in Fig6. The data embedding and data extraction algorithms are
implemented in MATLAB Version 7.6.0.324 (R2008a).

To measure the embedding capacity, we calculate payjgdd terms of bits per pixel (bpp)
using the following expression.

_(FI-Dx(5]-1)
B (2M x 2N)

(4.20)

Here, The payloadp] of this dual image based PVDDE schemd i85 bpp. To measure the
complexity, we assume that the size of the cover imagenis< n) and the data embedding
process embed five secret bits within a pixel pair. Two copies of cover image are used as dual

stego image and each pixel pair from cover image generate two copies of pixel pair. So, the time
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g 7Y 5 ’.“ : ; ,_,y‘. _...:'
(2) House (3) F16 (4) Lake
(256 x 256) (256 x 256) (256 x 256)

(5) Lena (6) Livingroom (7) Peppers (8) Pirate
(256 x 256) (256 x 256) (256 x 256) (256 x 256)

(9) Girl (10) Tiffany (11) Zelda (12) Goldhill
(256 x 256) (256 x 256) (256 x 256) (256 x 256)

Figure 4.5: Standard cover images of si286 x 256) pixel used in PVDDE scheme

complexity of data embedding algorithm@&mn). On the other hand, during data extraction, it
is required to scan the pixel pair from dual image depending on the key. So, the time complexity

of extraction algorithm i€ (mn).

Visual quality of stego images are measured through PSNR shown in Table 4.1.4able
shows the PSNR values of existing dual image based RDH schemes. The PSNR of the stego
images of the proposed PVDDE scheme is lower than the method proposed by Qin et al.’s [52],
Lu et al’s [45, 46], Chang et al.'s [5, 6] and Lee et al.s [34, 36] schemes. But the PSNR of
proposed PVDDE method is higher than Lee et al.'s [33] and Zeng et al.'s [75] schemes. The
payload of this scheme is25 (bpp), which is higher than the other existing dual image based
schemes. The embedding capacity of the methods proposed by Qin et al. is approximately
0.09 (bpp) less than that of PVDDE method. The payload of Lu et al. and Chang et al. is
approximately0.25 (bpp) less than PVDDE method. It is observed that proposed PVDDE is

superior than the other dual image based schemes in terms of embedding capacity. From the
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RDH using PVD, DE and EMD

(1) Cameraman SM
(256 x 256)

(5) F16 SM
(256 x 256)

(9) Lena SM
(256 x 256)

3 = "
(13) Peppers SM
(256 x 256)

(17) Girl SM
(256 x 256)

(23) Zelda SM
(256 x 256)

(2) Cameraman SA
(256 x 256)

(6) F16 SA
(256 x 256)

(10) Lena SA
(256 x 256)

E _— R
(14) Peppers S5A
(256 x 256)

(18) Girl SA
(256 x 256)

(24) Zelda SA
(256 x 256)

(3) House SM
(256 x 256)

(7) Lake SM
(256 x 256)

(11) Livingroom SM
(256 x 256)

(256 x 256)

(1%) Tiffany SM
(256 x 256)

(15) Pirate SM

(4) House SA
(256 x 256)

(8) Lake SA
(256 x 256)

(12) Livingroom 5A
(256 x 256)

(16) Pirate SA
(256 x 256)

(20) Tiffany 5A
(256 x 256)

(21) Goldhill SM

(256 x 256)

(22) Goldhill 5A
(256 x 256)

Figure 4.6: Generated dual stego images of §36 x 256) pixel from PVDDE scheme
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Table 4.1: PSNR (dB) of stego images after data embedding in PVDDE scheme

Image Data (bits) | PSNR (SM) | PSNR (SA) | Avg. PSNR
40,000 43.40 42.72
80,000 35.75 38.84
Cameraman 36.77
1,60,000 30.77 36.19
1,63,592 30.35 36.14
40,000 47.00 41.88
80,000 40.59 38.53
House 38.95
1,60,000 35.84 36.01
1,63,592 35.79 35.97
40,000 40.31 43.78
80,000 35.31 40.19
Lena 36.93
1,60,000 30.77 37.28
1,63,592 30.67 37.18
40,000 39.67 43.47
80,000 35.45 39.93
Peppers 37.27
1,60,000 32.92 36.98
1,63,592 32.86 36.89
40,000 39.79 43.75
80,000 35.29 40.28
Pirate 37.05
1,60,000 31.58 37.15
1,63,592 31.48 37.09
40,000 34.57 43.54
80,000 32.39 40.47
Girl 35.85
1,60,000 30.50 37.51
1,63,592 30.44 37.42
40,000 40.44 43.75
80,000 36.32 40.20
Tiffany 37.36
1,60,000 32.00 37.19
1,63,592 31.92 37.12
40,000 42.20 43.76
80,000 39.10 40.09
Zelda 38.87
1,60,000 36.08 36.98
1,63,592 35.86 36.90
40,000 45.84 42.85
80,000 39.77 39.48
Goldhill 38.66
1,60,000 34.09 36.80
1,63,592 34.06 36.76

above discussion, one can conclude that PVDDE is better than other existing schemes in terms
of payload, and the PSNR is also reasonable which implies that the quality of the stego image

is good.
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Table 4.2: Comparison of PVDDE with existing dual image based RDH schemes

Scheme PSNR (dB) | Payload (bpp)
Chang et al. [5] 45.1225 1.00
Chang et al. [6] 48.14 1.00
Lee et al. [36] 52.3098 0.74
Lee et al. [33] 34.38 0.91
Zeng et al. [75] 32.74 1.04
Lee and Huang [34]| 49.6110 1.07
Qin et al. [52] 52.11 1.16
Lu et al. [45] 49.20 1.00
Proposed PVDDE | 38.95 1.25

4.2.5 Steganalysis and Steganographic Attacks

Table 4.3: RS analysis of stego image SM in PVDDE schemes

Image Data (bits) | SM
Rar R_n Sju S_]\/[ RS value
80000 6745 | 6542 5462 | 5364 | 0.0246
Cameraman
163592 6524 | 6254 5341 | 5149 | 0.0389
80000 6345 | 6147 5632 | 5486 | 0.0287
House
163592 6452 | 6241 5624 | 5241 | 0.0490
F16 80000 6125 | 5943 5210 | 5003 | 0.0343
163592 6314 | 6014 5347 | 5123 | 0.0449
Lak 80000 5863 | 5642 5874 | 5684 | 0.0350
ake
163592 5963 | 5632 5748 | 5562 | 0.0441
L 80000 5687 | 5469 5684 | 5478 | 0.0372
ena
163592 5987 | 5647 5841 | 5623 | 0.0471
80000 5512 | 5263 5547 | 5689 | 0.0353
Living Room
163592 6001 | 5789 5641 | 5426 | 0.0366
80000 5987 | 5784 5487 | 5236 | 0.0395
Peppers
163592 6024 | 5789 5641 | 5327 | 0.0470
. 80000 5789 | 5569 5364 | 5166 | 0.0374
Pirates
163592 6354 | 6004 5476 | 5123 | 0.0594
Girl 80000 5741 | 5478 5123 | 4957 | 0.0394
ir
163592 5941 | 5741 5247 | 4968 | 0.0428
80000 6687 | 6486 5874 | 5647 | 0.0340
Tiffany
163592 6841 | 6421 5964 | 5741 | 0.0502
Zeld 80000 6541 | 6347 5784 | 5569 | 0.0331
elda
163592 6254 | 5962 5942 | 5762 | 0.0387
Gold hil 80000 6452 | 6243 5674 | 5441 | 0.0364
old hi
163592 6214 | 6001 5946 | 5562 | 0.0490

Steganalysis is the art of discovering whether a secret message exists or not within a suspected
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image. The stego image of PVDDE scheme has been analyzed through RS analysis [18]. Other

analysis and attacks are depicted here.

4.2.5.1 RS Analysis

When the value of RS analysis is closed to zero it means the scheme is secure. The stego images
are tested under the RS analysis. Itis observed from Tabknd4.4 that the values oR;; and

R_y, Sy andS_ ), are nearly equal for stego image SM and SA. Thus Rie=>~ R_,, and

Sy = S_ )y is satisfied for the stego image in this scheme. So, the proposed PVDDE method is

secure against RS attack. In this experiment, the rati®@ and.S lies betweer).0246 to 0.0502

Table 4.4: RS analysis of stego image SA in PVDDE scheme

Image Data (bits) | SA
R]\/I R_ M S]w S_ M RS value
80000 5784 | 5964 5624 | 5247 | 0.0488
Cameraman
163592 6241 | 6014 5421 | 5014 | 0.0543
80000 6541 | 6214 5784 | 5547 | 0.0457
House
163592 6547 | 6241 5416 | 5326 | 0.0331
F16 80000 6284 | 5989 5684 | 5247 | 0.0611
163592 6574 | 6015 5246 | 5124 | 0.0576
Lak 80000 6014 | 5741 5984 | 5746 | 0.0425
ake
163592 6241 | 5634 5742 | 5641 | 0.0590
L 80000 6741 | 6254 5647 | 5214 | 0.0742
ena
163592 5987 | 5684 5874 | 6324 | 0.0634
80000 5324 | 5621 5641 | 5247 | 0.0630
Living Room
163592 6584 | 6125 6002 | 5762 | 0.0555
80000 5987 | 5784 5487 | 5236 | 0.0395
Peppers
163592 6354 | 6014 5641 | 5230 | 0.0626
) 80000 5789 | 5569 5364 | 5166 | 0.0374
Pirates
163592 6325 | 6004 5426 | 5123 | 0.0531
Girl 80000 5641 | 5478 5214 | 4957 | 0.0386
ir
163592 5698 | 5241 5247 | 5123 | 0.0530
80000 6475 | 6521 5874 | 5647 | 0.0221
Tiffany
163592 6874 | 6541 5964 | 5475 | 0.0640
Zeld 80000 6254 | 6347 5784 | 5684 | 0.01603
elda
163592 5742 | 6452 5942 | 5742 | 0.0778
Gold hil 80000 6328 | 6354 5674 | 5541 | 0.0132
old hi
163592 6412 | 6241 5946 | 5641 | 0.0385

for SM and0.0132 to 0.0778 for SA of Cameraman image. Other values are shown in the Table
4.3 and4 4.
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4.2.5.2 Relative Entropy

In this experiment, it is shown that when the number of data bits in the secret message increases,
the relative entropy of stego image is directly proportional to it. The relative entropy between
cover image and SM of lena image varies between 0.006 to 0.0331 when embedded with 40000
to 161992 data bits and SA varies between 0.004 to 0.0286 which implies the proposed scheme
provides secure hidden communication. Other relative entropy values with SM and SA are
listed in Tablet.5.

Table 4.5: Relative entropy of SM and SA in PVDDE scheme

Image Data(bits) | Entropy | | Entropy SM | Difference (& SM) | Entropy SA | Difference (I1& SA)
40000 7.4511 0.006 7.4491 0.004
80000 7.4581 0.013 7.4576 0.0125
Lena 7.4451
160000 7.4779 0.0328 7.4729 0.0278
161992 7.4782 0.0331 7.4737 0.0286
40000 7.051 0.003 7.062 0.014
80000 7.0575 0.0095 7.0687 0.0207
Barbara 7.0480
160000 7.0623 0.0143 7.0712 0.0232
161992 7.0723 0.0243 7.0892 0.0412
40000 7.2936 0.0011 7.2985 0.006
80000 7.2998 0.0073 7.3214 0.0289
Tiffany 7.2925
160000 7.3125 0.02 7.3621 0.0696
161992 7.3254 0.0329 7.3685 0.076
40000 7.2798 0.0031 7.2845 0.0078
80000 7.2841 0.0074 7.2954 0.0187
Pepper 7.2767
160000 7.3154 0.0387 7.3015 0.0248
161992 7.3254 0.0487 7.3125 0.0358
40000 7.2398 0.0031 7.2445 0.0078
80000 7.2541 0.0174 7.2654 0.0287
Gold hill 7.2367
160000 7.3054 0.0687 7.2815 0.0448
161992 7.3154 0.0787 7.3025 0.0658

4.2.5.3 Statistical Analysis

The proposed PVDDE scheme is also assessed through statistical analysis. The Standard Devi-
ation (o) of before and after data embedding and Correlation Coeffi¢igraf cover and stego
images are summarized in Tall&. From this table it has been observed that there is no sub-
stantial divergence between the standard deviation of the cover image and the stego image. This

study shows that the magnitude of change in stego image based on image parameters is small
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Table 4.6: Result of SDv() and CC p) in PVDDE scheme

Image SD (o) CC (p)

| SM SA 1&SM | 1&SA | SM&SA
Baboon 38.37 | 37.85| 38.54 | 0.98 0.99 0.97
Cameraman| 61.59 | 61.12 | 61.73 | 0.99 0.99 0.99
Lena 47.83 | 47.43 | 47.97 | 0.98 0.99 0.98

from a cover image. Since the image parameters have not changed much, the method offers a
good concealment of data and reduces the chances of detection. Thus, it indicates a perfectly

secure steganographic system.
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Figure 4.7: Result of Histogram attack in PVYDDE scheme
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4.2.5.4 Histogram Attack

Fig 4.7 depicted the histogram of the cover and stego image and their difference histogram. The
stego image are produced from cover image employing the maximum data hiding capacity. It
is observed that the shape of the histogram is preserved after embedding the secret data. The
difference of the histogram is very small. It is observed that, bins close to zero are more in
number and the bins which are away from zero are less in number. This confirms the good
guality of stego images. There is no step pattern observed which ensures that the proposed

method is robust against histogram attacks.

4255 Brute Force Attack:

1 - B Lo
(a) Secret image embedded (b) Noisy secret image extracted
using wrong key

'Im

(c)Histogram of embedded
secret image

a -

o

r

(d)Histogram of noisy extracted
secret image

Py Py

(e) Dif ference histogram between (c) and (d)

Figure 4.8: Result of Case Study - 1 in PVDDE scheme

In this experiment, a shared secret keis used to distribute the stego pixel among dual

images. Here the revelatory example is explained with unknown key.

Case Study - 1: To extract the secret image, if someone uses the wrong key then he can't re-
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trieve the exact image but a noisy image. Fig. 4.8 shows the experimental result of case
study - 1 of PVDDE method. From Table 4.7 it is observed that the §b{ secret

image is 56.2454 and SD) of extracted noisy image is 62.4046. So, the image deviates
6.1592 from original image. Also the C@)(between these two images is 0.6452. Al-
though the CC/) are not equal to 1 but it has been shown that the noisy image and the
original secret image are visually identified. To improve the results and get more noisy
image, Case Study - 2 is being performed XOR operation between secret key and secret

data.

Case Study - 2: To improve the security of the proposed method, XOR operation has been
performed between secret message bits and share secret key bits stream. Then the result

of XOR operation is embedded within cover image. Then we try to extract secret data

(a) Secret image embedded (b) Noisy secret image extracted

using wrong key
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(c)Histogram of embedded (d)Histogram of noisy extracted
secret image secret image
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(e) Difference histogram between (c) and (d)

Figure 4.9: Result of Case Study - 2 in PVYDDE scheme

4.7 it has been observed that the S) ¢f secret image is 56.2454 and noisy image is
66.6004. So, the image deviates 10.355 from original image. ThepLkk{ween these
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two images is 0.5230. Although case study - 2 gives better results than case study - 1
but some portion of the noisy image is same as the original secret image. So, to enhance
security we distribute each pixel within dual stego images depending on shared secret

key.

Case Study - 3:In case study - 3, after performing XOR operation, the stego pixels are dis-
tributed depending on shared secret keyFor this method, i; is one, the pixel:; is
stored within the stego image SM and the pixglis stored within the stego image SA.

If & is zero then the pixet;_, is stored within the stego image SM and the pixgl, is

(b) Noisy secret image extracted
using wrong key
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(c)Histogram of embedded (d)Histogram of noisy extracted
secret image secret image

n
"

[N ] ] ] au 2

(e) Dif ference histogram between (c) and (d)}

Figure 4.10: Result of Case Study - 3 in PVDDE scheme

- 3 of PVDDE. From Table 4.7 it is observed that the Si) ¢f secret image is 56.2454

and noisy image is 70.9560. So, the image data deviates 14.7106. The 6€ween

these two images is 0.3495. The Cg (s tense to 0 and the original stego image and
noisy image are not visually identified. In case study - 3, the secretimage is not recovered

using unknown secret key.
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Table 4.7: Result of SDv() and CC p) after Brute Force Attack in PVDDE scheme

SD (o) CC ()
Secret Image (Sl)| Case-1| Case-2| Case-3| SlI&Case-1| SI&Case-2| Sl&Case-3
56.2454 62.4046 | 66.6004 | 70.9560 | 0.6452 0.5230 0.3495

Here, image has been used as secret data instead of text documents. The eavesdropper may
extract the secret data without knowing the parameters which is identified in case study - 1 and
case study - 2. But it is not visually identified in case study - 3 where noisy image is extracted.
But when the text documents are used as a secret data then it is hard to extract original secret
message because any single bit change will effect on the ASCII value of text document. For
image as secret data it is visually observed through open eye but in case of text document it is

difficult to identifying it through open eyes.

4.3 Dual Image based RDH using PVD with EMD (PVDEMDY

To improve data hiding capacity in terms of payload using pairs of pixel, a new dual image based
RDH scheme has been proposed using PVD and EMD method (PVDEMD), which provides
data hiding capacity up to 1.75 (bpp) with good visual quality measured by PSNR greater than

40 (dB). The details of data embedding and extraction procedures are described below:

4.3.1 Data Embedding Process

Consider an original imageof size(M x N), where)M is the height andV is the width of the

original image. Interpolate the original imageand generate cover imageof size(2M x 2N)

SPublished in the proceedings of the First International Conference on Intelligent Computing and Communi-
cation (CIC?-2016), Advances in Intelligent Systems and Computing (AISC), Springer AISC Series, with title
Dual-Image Based Reversible Data Hiding Scheme Using Pixel Value Difference with Exploiting Modification

Direction
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using the following equation.

[ cl,5) = 1,0)
{where p=1...M,q=1...N,i=1,3,..., (2M —1),5=1,3,..., (2N — 1)}
Cli,j) = (Clij — 1) +Cli,j + 1)/2
{if (((6 mod 2) #0)&((j mod 2) =0)),¥i=1...,(2M —1),j=1...,(2N — 1)} (4.21)
Cli,j) = (Cli = 1,§) + Cli +1,9))/2
{if  (((i mod 2) = 0)& ((j mod 2) £0)), YVi=1...,2M —1),j =1...,(2N — 1)}
C’(i,j)=(C(i*1,jf1)+C(if1,j+1)+C(i+1,j71)+C(i+1,j+1))/4
\ {if (((6 mod 2) = 0)& ((j mod 2) = 0)),Vi=1...,2M —1),5=1...,(2N — 1)}

The cover image” is generated using image interpolation with sf2é/ — 1) x (2N — 1).

To get the sizeAM x 2N) image, we copy the pixel value ¢2M — 1) row to 2M row and
(2N — 1) column to2N column value. This is the boarder line of the cover image which is not
visually distorted. Now, consider the secret dBXavhich is divided into blocks of bits that is
D=>%{D;li=1, 2, ...,D/7}. Eacht bits are again divided into two parts, whelreits are
embedded through PVD method ahtits are embedded using EMD method. The schematic
diagram of data embedding using PVD and EMD is depicted intHi2y To embed! bits secret
data, first select pixel paicf,, C;) from the cover imag€’ in raster scan order. Then compute

the differencel as follows:
d=|C, — Gy (4.22)

The difference valued| belongs to the range betweérto 255. In this scheme, we use the
range tableR with n contiguous sub-rang®,, {R,|m = 1, 2, ..., n} which are used in both

embedding and extraction process. The range tBbeshown in Fig. 4.11.

Each sub-rangeR, has a

Lower bound o 16 | 32 | 48 224 | 128
lower and a upper bound, | | | | | .-
_ Upper bound | 15| 31| 47| 63 239| 255
namely (b and ub respectively Number of bits
4| 4| 4| 4| .. 4| 4
Embedded

and R, € [lb,ub]. The width

wb of each sub-rang&,; is ob- Figyre 4.11: Range table of the proposed PVDEMD method
tained using

wb=ub—1b+1 (4.23)

Here, each sub-range, has same widthvb that is16. The number of bit$¢) to be embedded

are decided by the following equation.
t = |logy(wb) | (4.24)
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Since, the length of each sub-range of range tablig,gshat means! bits secret data are to

be embedded within each pixel pair. Now, selédits from secret dat®,; and convert it into

LL]
i (b) Cover image
C(2M x 2N)
(a) Original image T
(MxN) pixel pair
Ca Cb
o -7,
?W o\ Secret message. 4 &,
Pe D= _110111g, ... &
4 bits 3 bits
Pa | P P )
Shared secref key Ez£,55...
£, £,
5ie(0.1) L
¥
g1 Sy check (€, Py)
=
y E.'-E
- E.N | & -
570 e L% | gr-pt4
ff:"f
(¢) Stego image (SM) (d) Stego image (SA)
(M x ZN) (EM x EN)

Figure 4.12: Schematic diagram of data embedding process in PVDEMD scheme

decimal valuen,. To embed secret messageompute new differenc’| using the following

equation.
g (4.25)

Now, calculate some parametei's c and f using the following equation.

d' =d —d
c=T[d"/2] (4.26)
f=1d"/2]

New pixel pair @,,P,) is generated by modifying the pixel pait’(,C;) either by adding or

subtracting parametersand f by which4 bits secret data are embedded(df, > C}), then
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the modified pixel paif P,, F,) is obtained by

P,=C,+
/ (4.27)
Pb = Cb —C
If (C, < C}), then the modified pixel pairP,, P,) is obtained by
P,=C,—c
(4.28)
Po=Cy+ f

After that we apply EMD to embed neXtits of secret message within two pixel pai€s, (C)
taken from cover image and generated pixel pBir£,). Now, select nexs bits secret message

from D, and convert into decimal value..

We compute the embedding functigi) using two pixel pair C,,Cs, P,,P;) as follows.
f(Cy,Cp, Py Py) = (Cy x 1+ Cy x 24+ P, x3+ P, x4) mod 9 (4.29)

If f(Ca,Cy, P,, Py) = mo, then the new pixel pairH,, F;) have been updated by the pixel pair
(Coy Cy) thatisE, = C, andEy, = Cy,. If f(C,,Cy,P,,P,) # mo then we calculatg; () such that
f1() = my. The new pixelE, will contain the pixel value”, to achieve reversibility. Now, the

f1() function is calculated using the pixel§{(, Cy, P,, B,) as follows.
fiI0=[1xCy+2x(Cp— (x x sign(P,—Cy)))+ P, x3+ P, x4 mod 9  (4.30)

Now, one have to adjust the value:ofn such a way that the value ¢f() will be equal toms,
where,x is an integery € {1,2,...,5} andsign() will return 1 or —1 depending on the value

of (P, — (). So, the modified stego pixel paif(, F}) is calculated as follows.
E, = Co; By = (Cy — (z x sign(D, — Cy))) (4.31)

The following modification on pixel pairK,, E,) has been applied to enhance stego image

quality. The modified pixel pairi,, £,) has been calculated using following equation.

, E. Ey+4), if B>C
(Ea,Eb){( b4 o (4.32)

(E,, By, —4), otherwise

Finally, two stego pixel pairéP,, P,) and(E,, E,) are generated. To enhance the security, we

did not store the modified pixel into one stego image but rather distributed among dual image
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Input: Original image | 4/ x N), Secret datdD, Shared secret ke, Range tabler.
Output: Two stego images, SM and SA of siggM x 2N);
Step 1: Produce the cover image of size(2M x 2N) from the original imagd using equation (4.21);
Step 2: Secret datdD, which is divided intoD;{D;|i = 1,2,...,D/7};
Step 3: Select pixel pairCq, Cp) from C in raster scan order ;
{ Data embedding using PVD (4 bits)
Step 4:
(a) Calculatel = |Cq — Cy|;
(b) Selec# bits data fromD; and convert into decimal value;
(c) Calculated’ = m1 + lb; where,lb is the lower bound of the sub range of range tablehered mapped.;
(d) Calculated” = d' — d;
(e) Calculate: = [’12!] andf = L’%J ;
®
if (Cq > Cp) then
‘ P,=Co+f,Ph=Cp—c
else
‘ Po=Co—c,P,=Cy+ f;
end
{ Data embedding using EMD (3 bits).
Step 5: Select next 3 bits fronD; and convert into decimal values;
Step 6: Calculatef(C,,Cy,Pq,Pp) using equation (4.29).
Step 7:
if f(Cqa,Cp,Pa,Ppy) = v1 then
| Ba=CaiBy=Cy

else
Calculatef; () using equation (4.30) such thAt() = v; then.

Eq = Ca ; Eb = (Cb - (.’17 X Sign(Pb - Cb)))'

end
Step 8:The modified pixel pair £, ) is calculated as follows:
if P, > Cy then
| E, = Ea; E, = Ey+4;
else
| E,=E. E,=Ey4
end
Step 9: Distribute modified pixel pair among dual image depending on shared secret key

if (¢ =1)then
| Store P,, Pp) within stego image SM and stor&,, E}) within stego image SA,

else
| Store P,, Pp) within stego image SA and stor&{, £;) within stego image SM,;

end

Step 10: RepeatStep3 to Step9 until all secret data bits are embedded.
Step 11: Two stego images SM(\/ x 2N) and SA QM x 2N) are produced.
Step 12: End.

Algorithm 11: Data embedding process of PYVDEMD
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- 3 4
120 1709 11160| 165|170 | 170| C(1.1)=160
1 Dg 62| 1671172 172|  C.2)=(160+170) / 2 = 165

5| 165 | 175 {2,2)=(160+170+ 165+ 175) / 4 = 167
p 165|170 (175 175 and so on.......
(a) Original image 165|170 175|175 Here column 4 and row 4 is copied by
block I(2x2) column 3 and row 3 respectively.

(b) Cover image block € (4 x 4)

Secret data (D)

- : . . 1101100 011
First pixel pair taken from € and applied PVD | |

‘DI D.?
G G 0  Select 4 bits D, = (1101), = (13);5= m;
d"=lpemy=0+13=13
\ / 16 m=d -d-13-5-8 <=4 = lod -4

32 Since, 160 < 165

d © P =160 -c =160 -4 = 156;

d = [160 - 165] L Py 165+ =165+ 4= 169; P, Py
2'55 The modified pixel pair is

Applied EMD

Select next 3 bits from Dy = (100), = (4)19= mp:  Calculate f (C;,Cy Py,Pp) to check f() and mp;
f (160, 165, 156, 169) = (160x 1 + 165 x 2+ 3x 156 + 4% 169) mod 9 = 2: Here f() = my!

5o, calculate fy() such that fy() = my:

my=fo )= (Cyx 1+2x(Cy-X x sign (Py-Cy)) + 3x Py + 4 x Py) mod 9:
fi( )= (160 + 2 x (165 - X x sign (169 - 165)) + 3 x 156 + 4 x 169) mod 9 .

= (160 + 2 x (165 -X) + 3 x 156 + 4 x 169) mad 9:
= (160 + 2 x (165-5) + 3x 156 + 4 x 169) mod 9 = 4,

So, €, =160 and E, = (165 - X x sign (169 - 165) = 165 - (5 x 1) = 160: Since P, > C,,
E,'=160and E,' = Ey+4 = 160 + 4 = 164:

E,' E;
The modified pixel pairis d s Share secret key (£) : 101011001010....
el

Since & =1, (P,, Py) pair is stored within stego image SM and ( E,’, E,') pair is stored within
stego image SA. Similarly, secret data Dg = (1111011 )z is embedded within next pair (170, 170).
After embedding secret data D, two stego images SM and SA are generated as shown below:

156|169(170| 174 160 | 164 | 162 | 177
162|167(172| 172 162 | 167 | 172 | 172
165|170(175( 175 165 | 170 | 175| 175
165|170(175( 175 165 | 170 | 175| 175
(b) Stego image SM (4 x 4) (c) Stego image SA (4 x 4)

Figure 4.13: Numerical illustration of data embedding process in PVDEMD scheme
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depending on a share secret key streaifi( £ = 1) then the pixel paif P,, P,) has been stored
within the stego major (SM) image and the pixel pdit , £,) has been stored within the stego
auxiliary (SA) image. If £ = 0) then the pixel pai( F,, P,) has been stored within the SA and
the pixel pair(E,, E,) has been stored within the SM.

Example 4.3.1 Fig. 4.13 shows the example using some numerical values. The original image
block of siz&2 x 2) has been taken and the secret datés (11011001111011), is considered.

The data bits are divided into two data unif% = (1101100); and Dy = (1111011),. Fig.
4.13(b) shows the cover image blockof size(4 x 4) which is produced using equatign.21).

D, is embedded within the first pixel pair that (860, 165) and D, is embedded within the
second pixel pair that i6170, 170). In this example, Fig4.13(b) and4.13(c) shows two stego

images SM and SA which are generated after data embedding. |

4.3.2 Data Extraction Process

During data extraction, we first rearrange the pixel pair from stego images SM and SA using
shared secret key. If (¢ = 1) then pixel pair £, E,) is collected from the stego image

SA otherwise, pixel pairf{,, F,) is collected from the stego image SM. Then we recover the
original image! from pixel pair (£,, E,). To recover the pixel valugé/,) of the original image

1, first we check the pixel pairf{,, £,) which belongs to the odd row of SM or SA. If the pixel

pair is collected from odd row, then the original pixel valug) is obtained by
I,=FE (4.33)

The schematic diagram of data extraction and original image recovery is depicted inigig.
where Fig.4.14(a) and4.14(b) shows two stego image SN/ x 2N) and SA @M x 2N)
respectively. Fig4.14(c) is the original imagd of size(M x N). Fig. 4.14(d) is cover image
C of size(2M x 2N).

After recovering the original imagg we generate the cover imageusing equation (4.21).
The last row and last column of the cover im&gare copied by the value ¢21/ — 1) row and
(2N — 1) column of cover imagé€'. To retrieve the secret data from dual image, first we select

pixel pair from the stego images SM and SA in raster scan order and apply PVD or modified
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(a)Stego image (5M) (b) Stego image (SA) Secret key & & &p..

2M x 2N
( ) __(2M X & €(0.1), where i=1, 2.......

N)

(c) Original image
If the pair (€, Ep) comes T a1 x N)
from odd row of a stego [} ]
images, then the original
pixel value will be E,.

Apply PVD
 J
L J check (Cy Pp)

4 bits secret data Y

(my) of Dy is =6

extracted Y Ep=Ep+4 G| G
E, E, ¥
\;eciret datal D = DyD,........ £ (d) Cover image
1= M Apply EMD 3 bits secret data C(2M x 2N)
f(ELEp PPy ) p—m (mz) of
D, extracted

Figure 4.14: Schematic diagram of data extraction process in PVDEMD scheme
EMD method depending on the share secret &eyf (¢ = 1) then the pixel pair ®,, P,) is

retrieved from the stego image SM and the pixel paif,(¥,) is retrieved from the stego image
SA. If (¢= 0) then the pixel pair B,, P,) is retrieved from the stego image SA and the pixel
pair (F,, E,) is retrieved from the stego image SM. Also we select pixel p&i; ;) from

the cover image&” in raster scan order. Then we apply data extraction procedure using PVD
method on the pixel pairK,, P,) to extract 4 bits secret data from each pixel pair. To do this

first compute the differencé using the following equation.
d =|P, — Py (4.34)

The number of bitg, which are to be extracted from the pixel pair are to be decided by the

range tableR, where the differencé’ is mapped.
t = [log,(wb)], (4.35)

wherewb = (ub — [b + 1). Here,lb andub will be the lower bound and upper bound of each
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Input:  Two stego images SM2(\ x 2N) and SA QM x 2N), Shared secret ke, Range tableR;
Output: Original imagel (M x N); Secret data ;
Step 1: For eachy, whereq = 1,2, ..., (2M x 2N/2);
if (¢ =1)then
‘ selectgt” pixel pair (E;, E;) from odd row of stego image SA;, = E;
else
‘ Selectgt” pixel pair (E;, E;) from odd row of stego image SM;, = E;;
end
Step 2: After executing Step 1, the original imagdés recovered. Then generate cover imagasing equation (4.21).
Step 3: Select pixel pair from SM and SA in raster scan order;
if ¢ =1then
\ select pixel pair P, , P,) from stego image SM and select pixel paﬁ‘;(, E;) from stego image SA
else
‘ Select pixel pair P, P,) from stego image SA and select pixel paﬁﬂ, E;) from stego image SM
end
Step 4: Calculated’ = |P, — Py|;
Step 5: Secret datan; = d’ — Ib, wherelb is the lower bound of the sub-range of range taRle
Step 6: Convertm; into binary form of4 bits.
Step 7: Modify pixel pair (E;,E;) to (Eq,E}) as follows:
if P, > Cp then
| E.=E, E,=E,-4
else
| Eu=E, E,=E, +4
end
Step 8: Calculatef () function to retrieve the secret message using equation (4.38).
Step 9: Convertmsg into binary form of3 bits, Concatenate:; andm to get secret dat&®; = mimso.
Step 10: Repeat Step 3 to Step 9 until all data are extracted;
Step 11: End.

Algorithm 12: Data extraction process of PYDEMD

sub-rangeR, respectively. The secret data in decimal form will be extracted using
mi=d — b (4.36)

Now, convertm; into binary form and get bits secret data ab,. To get the pixel pairk,, E)

from the modified pixel pairk,,E;), follow the equation below.

(E 15 ) (E;, EI’) — 4), if P, > G, (4 37)
ay b)) = .
(E, E,+4), if B,<C

Then secret datau, is retrieved from the pixel values,, £,, P,, P,) by calculating thef()

function using the following formula
my = f(Ea, Ep, Py By) = (Ey x 1+ Ey x 24+ P, x 3+ P, x4) mod 9 (4.38)
Now, convertm, into 3 bits binary form to get the last part @f;.
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1 2 3 4 1 2 3 4
156|169 170|174 Share secret key (£) = 160|164(162| 177
162|167 172] 172 101011001010.... 162\ 16711721 172
165|170\ 175|175 165|170(175| 175
165|170\ 175|175 165|170(175| 175
(a) Stego image (b) Stego image
SM(4x4) SA(4x4)

Here, & =1, 5o, (P,Py) = (156, 169)and (E," E,') = (160, 164).
since, the pair (E;' Ep') is collected from odd row, so the original pixel is E," = (160).
Now, &, =0, So,(P,, Py)=(162,177)and (E," E,') = (170, 174).
since, the pair (E;' E,')is collected from odd row, so the original pixel is E," = (170).

Now, the original image Recovered cover image C using equation (4.21)
blockof T'is 1 2 3 4
160 | 170 1 |160| 165 170| 170
165 | 175 2 | 162] 167 172 172
o 3 |165| 170|175 175
(¢) Original image
block (2 x 2) 4 | 1651170 175|175

(d) Cover image C (4 x 4)

Consider pixel pair from

SMand S5A and

Apply EMD 0
£ g Since, Py > Cp that is 169 > 165 16
0 . E,=160and Ep= €' - 4
=164 -4 =160 32
my = f (160, 160, 156, 169) :
=(1x160+2x160+3 x156+4 x169)mod 9 :
=4 =(100),= 3 bits of Dy 255

my=13-0=13

= (1101), = 4 bits of Dy
Similarly, extract secret data D, = (1111011), from second pixel pair of two stego
images SM and SA. Now, the secret data D = DyDj......= ( 100 L0} 5 S Ja

So, the secret data Dy = my+ mp = (1101100),

Figure 4.15: Numerical illustration of data extraction in PYDEMD scheme

Example 4.3.2 Fig. 4.15 shows the numerical illustration of data extraction procedure. Fig.
4.15(a) and Fig.4.15(b) shows two stego images SM and SA of &lze 4) respectively. Since
secret key bit = 1, so, the pixel pai(F,, P,) that is (156, 169) is selected from stego image
SM and the pixel pai(E,, E,) that is (160, 164) is selected from stego image SA. The pixel pair
(E., E,) belongs to odd row of the stego images which is the original pixel value, that)is

160. Again we check shared secret keyit 0, so, the pixel paif P, P,) that is (162, 177)

is selected from stego image SA and the pixel pajy, £,) that is (170, 174) is selected from
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stego image SM. Since the pixel pékl,, F}) belongs to odd row which indicates the original
pixel value(1,) = 170 from the pixel pair. The Fig4.15(c) shows the original image block

of size(2 x 2) which is extracted from stego images and Figl5(d) shows the cover image
block C' of size(4 x 4) which is generated using equation (4.21). Now, extract secret data
(1101), from pixel pair (156, 169) applying PVD and extract secret data00), from pixel
pairs (160, 160, 156, 169) using f() function of EMD. So, the secret daia = (1101100), has
been extracted. Again, the extraction of secret datd 1), from pixel pair(162,177) and the
secret data(011), from pixel pair (170, 170, 162,177) has been performed which are shown
here. So,D, is (1111011), is extracted. Combining these two data ubit and D,, we can

get secret dataD=(11011001111011), which are extracted successfully from both the stego

images. [

4.3.3 Overflow and Underflow Control

In this approach, overflow and underflow situation may occur during data embedding. When
the original pixel value is nearer to 255 and then if we modify that by addition then the pixel
value may exceed the maximum gray value (255) then this situation is called overflow situa-
tion. When the pixel value is nearer to zero (0) and if we modify that one by subtraction then
the pixel value may reach below the gray scale (0) that is negative then that situation is called
underflow situation. In this scheme, any pixel modification depends on the embedding function
which is modulus o), So maximum possible modification will be done %yTo overcome the
overflow and underflow situation, we modify the pixel value of the cover image to less than 246

or greater 9 respectively.

Overflow Control: Suppose a pixel pair with pixel valué, = 253 and(C}, = 252 and4
bits secret data that {9110), in decimal(14),, needs to be embedded. The difference
between two pixeld = | 253 —252 | = 1. The new differencé is 14+0 = 14. Therefore,
d' =14 — 1 = 13 and the value of and f are7 and6 respectively. The modified pixel
P, =C,+ f =259 > 255 and P, = C}, — ¢ = 245. That means overflow problem occur
at the pixelP,. It has been possible to solve this problem by taking the help of image
interpolation technique. At the time of image interpolation we can set a threshold value in

such a way that no pixel value falls into the overflow situation meaning it can not exceed
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246 because the maximum width of the sub-range of range table is 16. The maximum
value of f() will not be greater than 8. So, addition ¢f) with the pixel value causes
overflow situation. Therefore, if we fix the interpolate pixel value 246 then it overcomes
overflow situation. For two consecutive pixels, one is original piXgknd another one
interpolates pixel’,. So, it may perform addition operation on interpolating pi&él
which is not greater than 246. Again, pixe] or P, may fall under overflow or underflow
situation after adjusting’, andC}, by ¢ and f during data embedding. To overcome this
situation, always modify’, by the parametef” and at the overflow situatiofi, will be
unchanged. Thé" is subtracted fronC; to keepd unaffected between the pixel pair

(P,, P,). The pixel pair(P,, P,) can be computed using the following formula.

fo=Co (4.39)
P,=Cy,—d
For example, consider two pixél, = 253 andC), = 252. C, is the interpolated pixel and
fix it by 246. Now the differencd = [253 — 246| = 7andd" = (14 —7) = 7. Parameter
¢ = 4andf = 3. According to equation (4.27) the pixel pai, = 253 + 3 = 256
and P, = (246 — 4) = 242. Here, P, falls into overflow situation. To solve this over-
flow problem again, we use the equation (4.39). That means the pixePpair 253
and P, = (246 — 7) = 239. In case of EMD there is no chance to occur overflow situ-
ation on pixel pair E,, E;). Because after apply this technigfig is same ag’, which
belongs to [0,255] and’, is modified toF, by k, wherek = 1,2,...,9. If kis 9 then
Ey, = (246 +9) = 255 or E, = (246 — 9) = 237. So, this scheme successfully handles

the overflow situation.

Underflow control: Consider an example where underflow problem may occur during data
embedding through pixel value difference on the pixel gélf, C;). Assume that the
value of the pixel pair isC,,, C,) = (0,2). 4 bits secret datal110), (in decimal(14)()
needs to be embedded. The difference between two pixig0 — 2| = 2 andd is
14 + 0 = 14. The parameterd’ = (14 — 2) = 12 and the value of = 6 andf = 6
are calculated. Now the updated pixel pair will Be= —6 and P, = 8. Here underflow
problem occurs becau$é, < 0). To overcome this problem, we adjust the interpolated

pixel at the time of interpolation. When the interpolated values lie less&Hiaen fix the
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interpolated pixel’, by 9. Similarly any pixelP, or P, may fall in underflow situation
after adjusting’, andC}, by ¢ and f during data embedding. To overcome this problem
we modify Cy, by d” (at the underflow situatiofi', will be same andr is added withC;,

to keepd unaffected between the pixel p&,, P,). So, the modified pixel paitP,, P;)

is computed using the following formula.

P,=C,
, (4.40)
bP=C,+d

Therefore the underflow problem of the above situation is solved by setting interpolated
pixel C, = 9. The new pixel pai€, = 0 andC;, = 9. Differenced =| 0 — 9 | =9 andd"

= (14 - 9) = 5. Therefore the pixel palt, = —3 and P, = 11. It is observed thab, is in
underflow situation. So, itis required to apply equation (4.40) to calculate new/jixel

0 andP, = 14. In case of EMD, no underflow problem may occur on the pixel pait,

for the reason that’, is set to9. SinceC}, is modified toE, by k, wherek = 1,2,...,09.

If kis9thenE, =9+ 9=18orE, =9 -9 =0. No underflow situation may occur in this

proposed scheme.

4.3.4 Experimental Results and Comparisons

The proposed scheme is verified and tested using gray scale image @fize 256) pixels
which is shown in Fig.4.16. After embedding the secret messages, dual stego image, stego
major (SM) and stego auxiliary (SA) of siz&12 x 512) have been generated which are shown

in Fig. 4.17. The developed algorithm Algorithm 11 for data embedding and Algorithm 12 for
data extraction are implemented in MATLAB Version 7.6.0.324 (R2008a).

The analysis in terms of PSNR is shown in Table 4.8. The PSNR of the stego images in pro-
posed scheme varied (dB) to 37 (dB) when data embedding capacity varies frbyG0, 000
bits t0 9, 16, 656 bits. To calculate payload in terms of bits per pixel (bpp), the following ex-

pression is used

2M x N xr

- — - 4.41
OM x 2N x s’ ( )

p

whereM = 256 and N = 256, r is the number of bits which are embedded within each pixel

pair ands is the number of stego images. According to equation (4.41) the paylead.75
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_ (6) Lf’m’ngmﬁﬁr .
(256 x 256)

(7) IJ-D.err;pers |

(256 x 256)

(256 x 256)

~(8) Bridge

! S haavd I‘ : l'. -
(?) House (3) Fi6 (4) Lake (5) Lena
(256 x 256) (256 x 256)

(256 x 256)

(256 x 256)

i

(10) Tiffany

(9) Goldhill
(256 x 256)

(256 x 256)

(14) Baboon
(256 x 256)

(13) Boat
(256 x 256)

(12)&irl
(256 x 256)

(11) Zelda
(256 x 256)

Figure 4.16: Standard input images are used in PVYDEMD scheme
(bpp). Itis observed that the average PSNR is more #0gdB) which assures the quality of

the stego images.

Comparisons with other dual image based existing data hiding schemes are shown in Table
4.9. From this table it is observed that the average PSNR of the stego images of our proposed
method is higher that0 (dB) which is lower than the scheme proposed by Qin et al. [52], Lu
et al. [45], Chang et al. [5] and Lee et al. [36] [34]. But the PSNR of proposed schenid is
(dB) higher than Chang et al.'s [10] scheme.

The payload of the PVDEMD method is 1.75 (bpp) which is higher than other existing
schemes. The embedding capacity of Chang et al.’s [10] scheing&3igbpp) which is0.22
(bpp) less than PVDEMD scheme. It is observed that the embedding capacity of PDVEMD is
higher than the other existing dual image based RDH methods. Table 4.10 presents the compar-

ison of the proposed scheme with other single image based data hiding schemes. The PSNR of
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(1) Cameraman SM
(512 x 512)

[ 2 :‘”‘-—-

(5) F16 SM
(512 x 512)

(2) Lena 5M
(512 x 512)

e = =
(13) Peppers SM
(512 x 512)

(17) Tiffany 5M
(512 x 512)

(21) Goldhill SM
(512 x 512)

(25) Girl SM

(512 x 512)

(2) Cameraman SA
(512 x 512)

7 e

(6) F16 5A
(512 x 512)

(10) Lena SA
(512 x 512)

‘ E e -

L

(14) Peppers 5A
(512 x 512)

(22) Goldhill SA
(512 x 512)

(26) Girl SA
(512 x 512)

(3) House SM
(512 x 512)

(4) House SA
(512 x 512)

E '." . c

: 3 e
(7) Lake SM (8) Lake SA
(512 x 512) (512 x 512)

(12) Livingroom 5A
(512 x 512)

(11) Livingroom SM
(512 x 512)

(16) Bridge 5A
(512 x 512)

(15) Bridge SM
(512 x 512)

(20) Boat SM
(512 x 512)

(19) Boat SM
(512 x 512)

(24) Zelda SA

(512 x 512) (512 x 512)

(28) Baboon SA
(512 x B12)

(27) Baboon SM
(512 x 512)

Figure 4.17: Generated dual stego images SM and SA of PVDEMD scheme
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Table 4.8: PSNR (dB) with data embedding capacity of PVDEMD scheme

Image Data (bits) | PSNR (SM& C) | PSNR(SA & C) | Avg. PSNR(dB)
1,60,000 44.8730 44.6110
4,00,000 40.8789 40.6836
Cameraman 40.4289
6,00,000 39.1323 38.9067
9,16,656 37.2853 37.0608
1,60,000 44.8721 44,6118
4,00,000 40.8752 40.6821
House 40.4281
6,00,000 39.1334 38.9054
9,16,656 37.2841 37.0611
1,60,000 44.8733 44.6128
4,00,000 40.8746 40.6773
F16 40.4281
6,00,000 39.1364 38.9071
9,16,656 37.2818 37.0621
1,60,000 44.8733 44.6128
4,00,000 40.8740 40.6795
Lake 40.4274
6,00,000 39.1321 38.9098
9,16,656 37.2795 37.0584
1,60,000 44.8695 44.6172
4,00,000 40.8788 40.6769
Lena 40.4285
6,00,000 39.1403 38.9077
9,16,656 37.2816 37.0564
1,60,000 44.8709 44.6074
4,00,000 40.8831 40.6774
Peppers 40.4284
6,00,000 39.1292 38.9118
9,16,656 37.2869 37.0612
1,60,000 44.8787 44.6066
4,00,000 40.8772 40.6792
Boat 40.4278
6,00,000 39.1322 38.9077
9,16,656 37.2822 37.0589
1,60,000 44.8681 44.6141
4,00,000 40.8729 40.6795
Gold hill 40.4267
6,00,000 39.1302 38.9050
9,16,656 37.2851 37.0592
1,60,000 44.8814 44.6053
4,00,000 40.8817 40.6877
Zelda 40.4330
6,00,000 39.1332 38.9097
9,16,656 37.2951 37.0705
1,60,000 44.8719 44.6109
4,00,000 40.8774 40.6146
Babbon 40.4330
6,00,000 39.1379 38.9053
9,16,656 37.2855 37.0634

proposed method is lower than the method proposed by Shen and Huang [54] but higher than

the method proposed by Lee et al. [33] and Zeng et al. [75]. This method is superior in terms
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Table 4.9: Comparison of PVYDEMD with existing dual image based RDH scheme

Methods Measure Images
Lena | Peppers| Boat | Goldhill | Zelda | Baboon
PSNR(1) 45.12 | 45.14 45.12 | 45.13 4513 | 45.11
PSNR(2) 45.13 | 45.15 45.13 | 45.14 45.11 | 45.13
Chang et al. [5]
PSNR(Avg.) 4513 | 45.15 45.13 | 45.14 45.12 | 45.12
Capacity(bpp)| 1 0.99 1 1 0.99 | 0.99
PSNR(1) 48.13 | 48.11 48.13 | 48.13 48.15 | 48.13
PSNR(2) 48.14 | 48.14 48.12 | 48.15 48.13 | 48.14
Chang et al. [6]
PSNR(Avg.) | 48.14 | 48.13 48.13 | 48.14 48.14 | 48.14
Capacity(bpp)| 1 1 1 1 1 1
PSNR(1) 51.14 | 51.14 51.14 | 51.14 51.14 | 51.14
PSNR(2) 54.16 | 54.17 54.16 | 54.16 54.17 | 54.14
Lee et al. [36]
PSNR(Avg.) | 52.65| 52.66 52.65 | 52.65 52.66 | 52.64
Capacity(bpp)| 0.75 | 0.75 0.75 | 0.75 0.75 | 0.75
PSNR(1) 49.76 | 49.75 49.76 | 49.77 49.77 | 49.77
PSNR(2) 49.56 | 49.56 49.57 | 49.57 49.58 | 49.56
Lee and Huang [34]
PSNR(Avg.) | 49.66 | 49.66 49.67 | 49.67 49.68 | 49.77
Capacity(bpp)| 1.07 | 1.07 1.07 | 1.07 1.07 | 1.07
PSNR(1) 39.89 | 39.94 39.89 | 39.9 39.89 | 39.91
PSNR(2) 39.89 | 39.94 39.89 | 39.9 39.89 | 39.91
Chang et al. [10]
PSNR(Avg.) | 39.89 | 39.94 39.89 | 39.9 39.89 | 39.91
Capacity(bpp)| 1.53 1.52 1.53 1.53 1.53 1.53
PSNR(1) 52.11| 51.25 51.11 | 52.11 52.06 | 52.04
) PSNR(2) 41.34 | 41.52 4157 | 41.34 41.57 | 41.56
Qin et al. [52]
PSNR(Avg.) | 46.72 | 46.39 46.84 | 46.72 46.82 | 46.80
Capacity(bpp)| 1.16 | 1.16 1.16 | 1.16 1.16 | 1.16
PSNR(1) 49.20 | 49.19 49.20 | 49.23 49.19 | 49.21
PSNR(2) 49.21 | 49.21 49.21 | 49.18 49.21 | 49.20
Lu et al. [45]
PSNR(Avg.) | 49.21 | 49.20 49.21 | 49.21 49.20 | 49.21
Capacity(bpp)| 1 0.99 1 1 0.99 0.99
PSNR(1) 49.89 | 49.89 49.89 | 49.90 49.89 | 49.89
PSNR(2) 52.90 | 52.92 52.90 | 52.90 52.88 | 52.87
Lu et al.(k=2) [45]
PSNR(Avg.) | 51.40 | 51.41 51.40 | 51.40 51.39 | 51.38
Capacity(bpp)| 1 0.99 1 1 0.99 0.99
PSNR(1) 40.54 | 40.54 40.54 | 40.54 40.54 | 40.54
PSNR(2) 40.31 | 40.31 40.31 | 40.31 40.31 | 40.31
PVDEMD
PSNR(Avg.) | 40.43 | 40.43 40.43 | 40.43 40.43 | 40.43
Capacity(bpp)| 1.75 | 1.75 175 | 1.75 175 | 1.75

of embedding capacity than the other existing methods. In terms of security, it is also better
because the secret key is used to distribute the embedded pixel among dual stego image. Again

without simultaneous dual images and secret key it is hard to retrieve the secret message.
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Table 4.10: Comparison of PYDEMD with existing single image based RDH scheme

Methods Measure Images
Lena | Boat | Goldhill | Babbon

PSNR 34.38 | 33.12 | 32.08 30.03
Lee et al. [33] )

Capacity(bpp)| 0.91 0.86 | 0.84 0.62

PSNR 32.74 | 32.96 | 31.82 30.97
Zeng et al. [75] )

Capacity(bpp)| 1.04 1.04 | 0.80 0.51

PSNR 42.46 | 41.60 | 41.80 38.88
Shen and Huang. [54 )

Capacity(bpp)| 1.53 1.55 1.54 1.69

PSNR 40.43 | 40.43 | 40.43 40.43
PVDEMD )

Capacity(bpp)| 1.75 | 1.75 | 1.75 1.75

4.3.5 Steganalysis and Steganographic Attacks

The goal of steganalysis is to gather enough evidence about the presence of embedded message
and to break the security of its carrier. The importance of steganalytic techniques that can reli-
ably detect the presence of hidden information in images. Steganalysis finds its use in computer
forensics, cyber warfare, tracking the criminal actions over the internet and collecting evidence
for investigations especially in case of anti-social components. Apart from this law enforcement
and anti-social implication steganalysis also has a peaceful application improving the security

of steganographic tools by judging and recognizing their weaknesses.

Table 4.11: Results of RS analysis for stego image SM in PVDEMD scheme

Image Data (bits) SM

Ry R_a | Su S_wm | RSvalue
160000 7118 | 7107 3551 | 3594 | 0.0051
400000 6768 | 6851 3944 | 3895 | 0.0123
600000 6304 | 5947 | 4943 | 5279 | 0.0616
916656 6207 | 6035 | 4997 | 5173 | 0.0311
160000 5617 | 5607 4067 | 4068 | 0.0011
400000 5563 | 5476 | 4291 | 4337 | 0.0135

Cameraman

Lena
600000 5636 | 5539 4517 | 4589 | 0.0166
916656 5641 | 5387 4509 | 4709 | 0.0447
160000 5893 | 5815 4960 | 5105 | 0.0205
400000 5897 | 5875 5076 | 5131 | 0.0070
Baboon

600000 6018 | 5813 5107 | 5313 | 0.0369
916656 5844 | 5986 5256 | 5123 | 0.0248
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4.3.5.1 RS Analysis

We have analyzed the stego images by RS analysis [16]. When the value of RS analysis is closer
to zero means the scheme is secure. It is observed from Zdbl@nd4.12 that the values of

Ry andR_y, Sy andS_,, are nearly equal for stego image SM and SA. In this experiment,

the ratio of R and S lies betweer).0051 to 0.0616 for SM and0.0043 to 0.0267 for SA for
Cameraman image. Thus rule, = R_,; and Sy, = S_,, is satisfied for the stego image in

our proposed scheme. So, the proposed method is secure against RS attack. Other experimental

values are shown in the Tablel1 and4.12.

Table 4.12: Results of RS analysis for stego image SA in PVDEMD scheme

Image Data (bits) | SA

Ry R_n | Su S_wm | RSvalue
160000 6945 | 7078 3877 | 3721 | 0.0267
400000 6506 | 6535 | 4490 | 4472 | 0.0043
600000 6514 | 6528 | 4287 | 4224 | 0.0071
916656 6538 | 6647 | 4283 | 4225 | 0.0154
160000 5575 | 5565 | 4139 | 4133 | 0.0016
400000 5590 | 5514 | 4239 | 4299 | 0.0138
600000 5587 | 5442 | 4579 | 4665 | 0.0227
916656 5652 | 5621 4592 | 4553 | 0.0123
160000 5876 | 5881 | 4995 | 5092 | 0.0094
400000 5821 | 5878 5121 | 5147 | 0.0076
600000 5895 | 5827 5196 | 5283 | 0.0140
916656 5874 | 5830 5194 | 5206 | 0.0051

Cameraman

Lena

Baboon

4.3.5.2 Relative Entropy

The relative entropy between the original and stego major SM is shown in Table 4.13. The
values of entropy difference is nearly zero, which implies the proposed scheme provides secure

hidden data communication. Other relative entropy values are depicted indTahle

4.3.5.3 Statistical Analysis

The Standard Deviation S of before and after data embedding and Correlation Coefficient
CC (p) of cover and stego images are summarized in Talle From this table, it is seen that
there is no significant difference between thef the cover image and the stego images. This

study shows that the ratio of change in stego images based on image parameters is small from
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Table 4.13: Relative entropy betweémand SV in PYDEMD scheme

Image Data (bits) | Entropy | | Entropy SM | Entropy Difference
160000 7.4451 7.4451 0.0027
L 400000 7.4451 7.4452 0.0058
ena
600000 7.4451 7.4452 0.0105
916656 7.4451 7.4453 0.0131
160000 7.0480 7.0480 0.0031
400000 7.0480 7.0482 0.0064
Barbara
600000 7.0480 7.0485 0.0112
916656 7.0480 7.0486 0.0134
160000 7.2925 7.2925 0.0029
400000 7.2925 7.2925 0.0057
Tiffany
600000 7.2925 7.2926 0.0122
916656 7.2925 7.2926 0.0129
160000 7.2767 7.2767 0.0039
400000 7.2767 7.2768 0.0077
Pepper
600000 7.2767 7.2770 0.0142
916656 7.2767 7.2771 0.0169
160000 7.2367 7.2367 0.0034
400000 7.2367 7.2371 0.0056
Gold hill
600000 7.2367 7.2375 0.0112
916656 7.2367 7.2379 0.0143

a cover image. Since the image parameters have not changed much, the method offers a good
concealment of data and reduces the chance of the secret data being detected. Thus, it indicates

a secure data hiding scheme.

Table 4.14: Experimental results of SB)@nd CC p) in PYDEMD scheme

Image SD (o) CC (p)

| SM SA 1&SM 1&SA SM & SA
Baboon 38.3719| 37.8500| 38.5478| 0.9820 | 0.9965 | 0.9745
Cameraman| 61.5978| 61.1221| 61.7313 | 0.9931 | 0.9982 | 0.9913
Lena 47.8385| 47.4358 | 47.9772| 0.9894 | 0.9976 | 0.9864

4.3.5.4 Histogram Attack

Fig. 4.18 depicted the histogram of the cover and stego images and their difference histogram
are shown in Fig. 4.19. The stego images are produced from cover image employing the
maximum data hiding capacity. It is observed that the shape of the histogram is preserved after

embedding the secret data. The difference of the histogram bins are very small. It is observed
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(a) Enlarged Image (512 x 512) o
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Figure 4.18: Histogram of original image, SM and SA of Lena image in PYDEMD scheme
that, bins close to zero are more in number and the bins which are away from zero are less in

number. This confirms the quality of stego images. There is no step pattern observed which

ensures the proposed method is robust against histogram analysis.

4.3.5.5 Brute Force Attack

The brute force attack with unknown secret key is tested in this section. The case study in three
different ways is taken and it tries to improve the protection the secret data when it has been

extracted by an eavesdropper with unknown key. Three cases are described below:

Case Study - 1: An image is considered as secret data and embedded within the cover image

using a shared secret kéyNow, data extraction has been performed using wrong secret
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M f |

(a)Difference histogram of Zooming Image (b)Difference histogram of Zooming Image
and Stego image SM and Stego image SA

(c) Difference histogram of Stego image SM
and Stego image SA

Figure 4.19: Difference Histogram of Lena image in PVDEMD scheme
key and it is found that a noisy image is retrieved. Fig 4.20 shows the experimental result
with wrong secret key. From Table 4.15, it is observed thatdthe secret image is
59.7078 and extracted noisy image is 65.1471 which deviates 5.441 unitg bEbheeen
these two images is 0.5789. It is observed that the noisy image and the original secret
image are visually identified through open eyes. To improve the security of secret image

data we performed XOR operation with the secret message bit and shared secret key bit.

Case Study - 2: To improve the visual deformation which improve security in this scheme.
The XOR operation has been performed between the secret message bits with the share
secret key bits before data embedding operation. Then embed the results within the stego
images. Now extraction has been performed using wrong secret key. It is observed that
this approach gives good results than previous study. Fig 4.21 shows the experimental
result of case study - 2 using this approach. From Table 4.15, it is observed thabthe

secret image and noisy image is 59.7078 and 70.3203 respectively and the difference is
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(a) Orf'f'naF secret f'age (b) Noisy secret image extracted
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Figure 4.20: Result of Case Study - 1 in PVDEMD scheme
10.6125. Also the between these two images is 0.5002. Although case study - 2 gives

better results than case study-1 it shows some similarity with the original secret image.

To improve the results from the previous study we shuffle stego pixel among dual images

which is described in case study - 3.

Case Study - 3: To enhance the security through visual distortion, first we perform XOR op-

eration with bits of secret message and bits of secret key then distribute the pixel among
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RDH using PVD, DE and EMD
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Figure 4.21: Result of Case Study - 2 in PYDEMD scheme

dual image depending on the shared secret key. We shuffle each pixel among dual image

depending on shared secret key. For this method, ig 1 then the pixelP, is stored

within the stego image SM and the pixg] is stored within the stego image SA.4fis

0 then the pixelP, is stored within the stego image SM and the pikglis stored within

the stego image SA.

Fig 4.22 shows the result of case study-3 in this approach. From Table 4.1bpfreecret

image is 59.7078 and of noisy image is 71.3753. So, the difference is 11.6675 unit which

is not similar. Thep between these two images is 0.3080, which indicates high dissimilarity
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Table 4.15: SD{) and CC p) for Case Study 1, 2 and 3 of PVDEMD scheme

SD (o)

CC ()

Secret Image (Sl)

Case-1

Case - 2

Case -3

Sl& Case - 1

Sl & Case - 2

Sl & Case -3

59.7078

65.1471

70.3203

71.3753

0.5789

0.5002

0.3080

between them. This value is tense to zero and noisy image is not visually identified. In this
approach, it is much robust against brute force attack where morg@fiaimage information

is noisy that means corrupted and 0B image information is retrieved or matched.

Here, image has been used as secret data, so visual identification is possible and noisy image
is extracted. But when the text documents are used as secret messages then it is hard to extract
original secret message because change of any bits can not be recovered during extraction using
unknown secret key. For image as secret message it is visually observed through our open eyes

but in case of text documents the actual information has been changed due to little changes of

bits during extraction with unknown key and not identified by our open eyes.
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(a) Original secret image (b) Noisy secret image extracted
using wrong key
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Figure 4.22: Result of Case Study - 3 in PVDEMD scheme
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4.4 Dual Image based RDH using Three PVD (TPVD) with
DE (TPVDDE)’

The payload of the previous scheme was 1.75 (bpp) and PSNR was nearer 40 dB. To improve
the payload, a dual image based RDH scheme using Three Pixel Value Differences (TPVD) with
Difference Expansion (DE) has been proposed called TPVDDE. Three consecutive pixels from
the original image have been taken ardbits secret data are embedded by modifying these
pixels in pairs using TPVD with DE method. Modified three pixel values are generated after
embedding secret bits through TPVD and another three modified pixel values are generated
after embedding secret data using DE. These two sets of three pixel values are stored on dual
stego images. At the receiver end, two sets of three pixel values are collected from dual stego
images then the secret data is extracted successfully using TPVD an DE method. The TPVD
was not reversible data hiding scheme, but using dual image we achieve reversibility in TPVD
based data hiding schemes. The proposed scheme has been compared with other existing state-
of-the-art methods where it exhibits reasonably better performance in terms of data embedding

capacity.

4.4.1 Data Embedding Process

A new dual image based RDH scheme has been proposed by combining TPVD with DE. Ac-
cording to this method, first we select three consecutive pikgl$’, and P, from cover image

I. Consider the secretdata= D;|i = 1,2,3,.....D/13. EachD, contain 13 bits secret data.
Now, embed first 3 bits secret data by directly replacing last three bits Fopixel and a new

P, pixel has been produced. Then we calculate two pixel value differépeadd, between

the pixel pair ¢, P,) and (P,, P,) using
dy =|P,— P,|; dy = |P, — Py (4.42)

The range tablg? has been divided into equal width sub-ranteub] having lengthwb that

iswb = ub — b + 1. In this scheme, the number of bits to be embedded is determined using

’Published in the proceedings of the Third International Conference on Information System Design and Intelli-
gent Application (INDIA 2016), Information Systems Design and Intelligent Applications, Springer, Vol. 434, pp.
403-412, with titleDual Image Based Reversible Data Hiding Scheme Using Three Pixel Value Difference
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Secret data D=10001000118 11,
—0

Replace three L58s of Py .
2
N =<
f@"?’? R
(a) Original image o
dcr db P@?
I(MxN)
O(lower) D function (f;)= 2 x fi+w
where i = 1, 2.
B(lower) P | Pe'" | P2 Pi | Py | P» and w = 1 bit
16
255
(d) Range
Table
Pl P ] P2 hy' = fun (fy) ho' = fun (f2)
PI”:Pbi-hjr Pz”:Pbl"hE'
(b) Stego image (SM) (c) Stego image (SA)

Figure 4.23: Block diagram of data embedding process in TPDVDE scheme
the width of sub-range of range table Here,wb has been taken & Hence, the contiguous

sub-ranges aré0-8, 8-16, 16-24, .., 248-253 which has the capability to embed two 4 bits
secret data within each pixel pair. After embedding two 4 bits secret data between two pixel
pair, three stego pixelB;, P, and P, are produced. Then DE is applied on the four differences

which has been calculated using
ti=|P, = B|; ta =P, — Py; iy =|Pi = Byl; hy = |P, — P (4.43)
and then we calculate
fi=1h =t fa=|hy — 13 (4.44)
Now one bit secret data is embedded through each operation

P = |By(+/=)|; By = |By(+/=)hy| (4.45)
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96 |162| 150 Secret data (D) = 101 01111001110
100 120| 134
112|116 145 P Py Ps
(a) (3 x 3) pixel block | 96 | 162 | 150 | (162)p= (10100010),
Three bits data (101) is replace in least three bits of P, Py'= (10100101), = (165)yg

d, = ||I'P1 - belf = |96 - 165] = 69:  d, belongs to the range [64, 253] , so é bits data are embedded

dy = |Pp-Py'| = [150 - 165] = 15: dy belongs to the range [8, 18], so 3 bits data are to be embedded

dy' = 30 (011110) + 64 (lower bound) = 94: d,'=3(011)+8 =1L
Py'=Py'-dy =165-94= 71 Po'=Py'-d,' =165 - 11 = 154,
Py =P, +dy =165+ 94 =259 Po' = Py'+dy' =165+ 11 = 176;
Finally, Py’ = 71 (Since, |96 - 71| < |96 - 259)) Pp' = 154 (Since, [150 - 154] < |150 - 176])
After embedding 11 bits within three pixels, Pi Pyt Py
stego pixels Pj’, Py and P,'are produced. | 71 | 165 | 154 |
Apply DE:
Caleulate hy = [P, - Py| = |96 - 162] = 66: hp= [Py~ Pyl = [150 - 162] = 12:
ti= [Py - Pyl = |71-165] = 94; ty= [Pp' - Py'| = [154 - 165] = 11:
fi=ty-hy=94-66=28; fa=ty-hp=11-12=-L
hy'=2xfy+w=2x28+1=57 hy'=8xf+w=2x(-1) +0=-2
Py'=Py-hy' =162 - 57 = 105; Pp''= Py -hp'=162 - (-2) = 164:
(Since, Pp>Py) (Since, Py > Pa)
Py’ = Py (162):
After embedding 2 bits within three pixels, P B P
another set of stego pixels P,'', Py and P,"' are generated | 105 | 162 | 164 |
Now we stored two sets of stego pixels within dual image
Py Py Py Pyt Py Py
71|165| 154 105|162 164
100|120 134 100| 120|134
112 116 | 145 112|116 | 145
(b) SM (c) SA

Figure 4.24: Numerical example of data embedding process in TPVDDE scheme
where,h, = f(f1), hy = f(f2), f(fi) = 2 x f(i) +w andw = 1 bit secret data and= 1, 2.
Finally, three modified pixelsP, , P, = P,, P, are stored on stego image SA aRd P, and
P, are stored on SM. The detailed schematic diagram of proposed method for data embedding

process and an illustration with some numerical values are shown indRig.and Fig. 4.24
respectively.
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(a) Stego image (5M) (b) Stego image (SA)
=, ) a2l

Range table (R)
Oty)

8(15)

H r v

mg=LSBh,) ||| ms=LSB(h,")

255 mezdﬂ'— Fb m3=db'—Fb

h 4
4. my=LSB (P,") dy’| |hy''= floor(h'1/2) hy''= floor(h's/2)
1}

Secret data Dy= mymmzmams; Py

'PI:Pb”_hf 'Pb:'Pb PE:Pb”_hQ

(c) Original image
IMxN)

Figure 4.25: Block diagram of data extraction process in TPVDDE scheme

4.4.2 Data Extraction Process

At the receiver end, both the data extraction and original image reconstruction has been per-
formed by taking three consecutive pixels from both the stego images SM and SA. The extrac-
tion process and numerical example is shown in the Fig. 4.25 and Fig. 4.26 respectively. First

we calculate the differences between pixels collection from SM.
d, =P, = B|;d, =P, — P, (4.46)

Then first 3 bits secret datan,) has been extracted from three LSB of te Then we collect

the each 4 bits secret data by subtracting lower bound of the sub-range of specific range table
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R.

my = |d, — l|;ms = |d, — 1| (4.47)
Now, collect three consecutive pixels from SA and perform the following operations.

Wy =1y = pylshy = [py — p3l (4.48)

The secret message, = LSB of (k;) andm; = LSB of (h,). Hence, the secret dafa, =
mymamsmyms has been extracted successfully. The original image has been recovered as

shown in Fig. 4.25.

(a) SM (b) 5A
71 |165| 154 105] 162 | 164
1001120 134 1001120 134
112 116|145 112| 116|145
Py Py Py P Py P
| 71 | 165 | 154 | | 105 | 162 | 164 |
Last 3 bits extracted from Py’ ; So, my = 101 hy' =162 - 105 = 57;
d,’ = 165 - 71| = 94 (belongs to sub range [64,255]); myg =LSBof 57 = 1
my = 94 - 64 (Ig) = 30 (011110);
hy'=162 - 164 = -2
dy' = |165 - 154] = 11 (belongs to sub range [8,15]) mg = LSB of - 2= 0.

mg = 11 - 8(lower range) =3 (011)

So, Secret data D= mympymgmymg= 101 011110 011 10

Recaver Original Image:

hy''= If-?/% - 28; hy''= |;2/2J =-1

hy=d,'-h,''= 94 - 28 = 66 hp=dy'-hy' = 11-(-1) = 12;

Py= 162 - 66 = 96, (since h,' is +ve and 162 > 105)

Po=162 - 12 = 150; (since hy' is -ve and 162<164) P, P, P,
Pp=Py' =162 So, the original pixel block is | 96 | 162 | 150 |
96 162|150
The original image is recovered
successfully 100]120) 134
112|116 145

(c) Original pixel block

Figure 4.26: Numerical illustration of data extraction in TPVDDE scheme
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4.4.3 Experimental Results and Comparisons

In this section, the proposed method has been verified and tested using gray scale image of size
(256 x 256) which is shown in Fig. 4.27. The original image and the image after embedding

the secret messages, dual stego images, SM and SA have been generated which are shown in
Fig 4.28. Our developed embedding and extraction Algorithms are implemented in MATLAB
Version 7.6.0.324 (R2008a). Distortion is measured by means of two parameters namely, Mean

Square Errof M SE) and Peak Signal to Noise Ratio (PSNR). The MSE is calculated by using

M N
S S X (i)Y (0]
MSE = ==

TN , whereM andN denote the total number of pixels in the horizontal

and the vertical dimensions of the imag¥ (s, j) represents the pixels in the cover image and

Y (i, ) represents the pixels of the stego image. The Peak Signal to Noise(R&t6 R) is

calculated usingPSNR = 10 logg 1{22”3% wherel,,.. i1s the maximum intensity value of the

pixel. Higher value of PSNR can be the better image quality.

(d) Lena 256 x 256 (e) Moon 256 x 256 (f) Woman 256 x 256

(g) Gold hill 256 x 256 (h) Mandrill 256 x 256 (i) Pirates 256 x 256

Figure 4.27: Standard cover images are used in TPVDDE scheme

The analysis of stego images in termdtf NV R (dB) has given good results which are shown
in Table 4.16. The averageS N R of TPVDDE scheme varie$6.70 dB to 37.80 dB when data
embedding capacity varies frof, 000 bits to1, 61, 992 bits. To calculate the payload in terms
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of bits per pixel (bpp), total bits 256 x 256/3 x 13 = 851968 bits. Here gray scale dual image
of size (256 x 256) has been used. So, payload 851968(2 x 256 x 256) = 2.166 (bpp).

(b) Original Lena (256 x 256) (b1) Stego SM (256 x 256)

(c) Mandrill (256 x 256) (c1) Stego SM (256 x 258) (c2) Stego SA (256 x 256)

Figure 4.28: Dual stego images are generated after data embedding in TPVDDE scheme

To measure the security in our proposed method, the relative enti@dpy between the

probability distributions of the original image’) and the stego imagé)) has been calculated
by D(Q||P) = 3 q(x)log %3

The average PSNR (dB) of the stego images of the TPVDDE methdli® (dB) when we
embed maximum secret data that is 851968 bits, which is lower than the method proposed by
Qin etal.'s[52], Lu et als [45], Chang et al.s [5], Lee et al.’s [36], Zeng et al.’s [75] and Chang
et al’s [6] schemes. The embedding capacity (payload) of the proposed TPDVDE method is
2.166 (bpp) which is higher than the other existing dual image based RDH schemes that are
shown in Tablet.17.
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Table 4.16: PSNR (dB) of stego images after embedding secret data in TPVDDE scheme

PSNR (dB) with Data embedding capacity (in bits)
Image | Capacity(bits) | PSNR(l and SM)| PSNR(l and SA)| Avg. PSNR
40000 47.07 43.29
80000 37.18 39.36
Jetplane 37.88
160000 31.65 36.48
161992 31.62 36.41
40000 40.31 43.78
80000 35.31 40.19
Lena 36.93
160000 30.77 37.28
161992 30.67 37.18
40000 38.93 43.47
80000 34.18 40.02
Living Room 36.70
160000 31.37 37.19
161992 31.31 37.11
40000 39.79 43.75
80000 35.29 40.28
Pirates 37.05
160000 31.58 37.15
161992 31.48 37.09
40000 40.44 43.75
80000 36.32 40.20
Woman 37.37
160000 32.00 37.19
161992 31.92 37.12

Table 4.17: Comparison of TPVDDE scheme with existing dual image based RDH schemes

Scheme Average PSNR (dB)| Capacity (bpp)
Chang et al. [5] 45.1225 1.00

Cnang et al. [6] 48.14 1.00

Lee et al. [36] 34.38 0.91

Zeng et al. [75] 32.74 1.04

Lee and Huang [34]| 49.6110 1.07

Qin et. al. [52] 52.11 1.16

Lu et al. [45] 49.20 1.00

TPVDDE 26.18 2.166

Table 4.18: Comparison of the proposed schemes in terms of payload (bpp) and PSNR (dB)

Proposed Schemes Single/Dual Image| Capacity (in bits) | PSNR (dB) | Payload (bpp)

PVDDE Dual 1,63,840 38.95 1.250
PVDEMD Dual 9,16,656 40.43 1.750
TPVDDE Dual 11,31,520 26.18 2.150
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4.5 Analysis and Discussion

The comparison of proposed RDH schemes is presented in Table 4.18. It is observed that
the PSNR of PVDEMD is higher than other proposed schemes but payload (bpp) is higher
in TPVDDE. The PSNR of TPVDDE is less than the PSNR of PVDEMD. Here, three RDH
schemes are proposed according to their the payload (bpp). In the PVDDE scheme, the payload
is 1.25 (bpp), In PVDEMD scheme, the payload is 1.75 (bpp) and in the TPVDDE scheme, the
payloadis 2.16 (bpp). All these schemes are dual image based RDH schemes. Shared secret key
has been used to enhance the security in PVDDE and PVDEMD. These schemes are designed
in such a way that it is possible to handle the overflow and underflow situations. Steganalysis
has been performed with stego image of all these schemes and their results are compared which

are shown in Table 4.19.

Table 4.19: Comparison of proposed schemes in terms of steganalysis values

Proposed Schemes Capacity (bits)| PSNR (dB) | RS value | Relative Entropy| CC (p) | Payload (bpp)
PVDDE 1,63,840 38.95 0.0123 0.0131 0.9840 | 1.250
PVDEMD 9,16,656 40.43 0.0447 0.0131 0.9820 | 1.750
TPVDDE 11,31,520 26.18 0.531 0.139 0.9682 | 2.150
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5.1 Introduction

Secure, high payload, reversible data hiding scheme with good visual quality is still an im-
portant research issue in data hiding and designing such scheme is a technically challenging
problem. Tseng et al. [64] proposed a secure weighted matrix based data hiding scheme for
binary image which can hide only two bits secret data withii3 & 3) pixel block (B). Fan

et al. [14] suggested an improved weighted matrix based data hiding scheme for gray scale im-
age which can hide four bits secret data withifBa< 3) pixel block. Both of these weighted
matrix based data hiding schemes [64] [14] performed only one modular sum of entry-wise-

multiplication operation between image block and weighted matrix.

There exists high-risk security vulnerability in special case, because an attacker will be able
to estimate the form of weighted matrix by using brute force attack. In order to overcome
the drawbacks of data embedding by matrix method, we developed an improved embedding
strategy by modifying the weighted matriX” which are used for every block of (3 x 3)
original pixel. TheW is updated using the formuld;,; = (W; x kK — 1) mod 9, where
i=20,1,2,...,2" andgcd (k,9) = 1. The sender will send a weighted matrix aqado the
receiver during data communication. Then sender can modified by increasing or decreasing the
pixel value of the original image at th#" position of the weighted matrix in the pixel location
of the cover image which means/f increases by one then the modular s8M (B @ W)
will increase bylV € {0,1,2,...,2"~! + 1} and if B decreases by one then the modular sum
SUM (B @ W) will decrease by € {0,1,2,...,2"~! 4 1}. In extraction phase, the receiver
only needs to calculatélU M (B’ ® W)(mod 27).

There is a scope to increase data embedding capacity by performing more than one modu-
lar sum of entry-wise-multiplication operation between image block and weighted matrix. The
modifications performed within pixels at the time of data embedding through weighted matrix
are hard to recover during data extraction at the receiver end. That means weighted matrix based
data hiding scheme is not reversible which is one of the important requirements in many human
centric application areas. After data extraction, the requirement of the image reversibility for
the entire recovery of the cover image without any distortion goes high. In this chapter, three

new weighted matrix based reversible data hiding schemes have been designed and solved using
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dual image and image interpolation.

At first, Dual Image based RDH using Weighted Matrix (DRDHWM) has been proposed.
The data hiding capacity of this approach is 1.98 (bpp) with PSNR greater than 37 (dB). To in-
crease the payload, another new Interpolated Image based RDH using Weighted Matrix (IRD-
HWM) has been introduced. The data hiding capacity of IRDHWM increases and it is 2.97
(bpp) with PSNR greater than 37 (dB). Finally, an Interpolated Dual Image based RDH scheme
using Weighted Matrix (IDRDHWM) has been further introduced to achieve high embedding
capacity. The data hiding capacity of IDRDHWM increases; itis 3.462 (bpp) with PSNR greater
than 35 (dB).

5.2 Dual Image based RDH using Weighted Matrix (DRD-
HWM)

In this approach, original image has been partitioned {Ata 3) pixel block and performed
modular sum of entry-wise-multiplication operation with a predefined weighted matrix. After
that we calculate the positional valge ) by subtraction between the result of modular sum and
secret data unit. Then we increase or decrease the pixel value by one unit at the corresponding
pixel value of image block depending on the sign of thie After that we store thev within

dual image using addition or subtraction operation with the original pixel value of cover image.
Repeat this process nine times to embed thirty six bits secret data withir 8) pixel block.

Finally, original and modified pixels are distributed among dual image depending on a shared
secret key. At the receiver end, secret data bits have been extracted by performing modular sum
of entry-wise-multiplication operation with weighted matrix. After data extraction, cover image
can be recovered from dual stego image without any distortion because the original pixels are

not effected during data embedding.

5.2.1 Data Embedding Process

Here, data embedding process has been described in details. Consider the weightgdimatrix
and original image blockB) of size(3 x 3). Perform modular sum of entry-wise-multiplication
between(B) and(W) that isval = SUM (B ® W)(mod 2"). Then calculate positional value
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e Starti For each iteration one original
tarting from , ,
Y i B pixel value will be selected by
’ rester scan order )
By » v Sum of entry wise
iginal Image Ly, oy multiplication | 1121 3
f\of{SxS)bFack Pﬁ)_"@‘ 4lol5
f 61718 Original pixel
Secret data stream  |val=Sum mod 16 (b)Weight matrix :ff;;’s (ﬁ“’)‘e
D =_1100 1101 1011000... ; W, ;’ g
0 “o—p
& g pv = d;- val
A ~ p— Calculate (P,).
+ |a e = [ or -] depends on pv.
I i p e where P, = (P, + pv)
g_ 5 Check pixel availability, if yes then continue
s |& the process, else update W
= \0 ',
S
.-1 % Update pixel value within a block by e at
i index (x, y),
updated
weight matrix P, [—¢
s = 1011..... '“
Wi=(W,xx-1)mod9,
where gcd (k, 9) = 1and K iS
any positive integer
|2 B
(¢) Stego image SA (d) Stego image SM
Figure 5.1: Schematic diagram of data embedding process in DRDHWM
(pv) through the subtraction dfval) from secret data unit;, where,D = d;,d,, ..., and

1 = 1,2,..., thatis,pv = d; — val. Now, check the sign opv. If the sign ofpv is pos-

itive then increase the corresponding pixel value of the blBcky one. The correspond-

ing pixel of B is the pixel which is mapped with thev of the weighted matri¥V’; If the

sign of pv is negative then decrease the corresponding pixel value by one unit. This indi-
cates that ifB increases by one then the modular s8biM (B @ W) will also increase by

W € {0,1,2,...,2"71 + 1} and if B decreases by one then the modular stth\/ (B @ W)

will decrease byV € {0,1,2,...,2"71 +1}. Now, calculateP, = (P,) + pv; if pv is positive;
elseP, = (P,) - pv; Then distributeP, and P,, between dual image. The)M or SA holds P,
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Input: Cover Imagel,, ), Weight matrixW s, sy), DataD = {d1, dz2,ds, ..., whered; = 4 bits each}, Two shared secret key
£ andxk;

Output: Two stego images M (,, xn) aNASA (1 xn);

Initialize : Dcount = Kcount = 1;sq =3; SM = I, SA = I;

Step 1

for (p = 1to (m/sq)) do

for (¢ = 1to(n/sq))do
BPQ(?’ X 3) - I(mxn)!

for (i = (sq¢* (p — 1)) + 1 to (sq * p)) do

for (j = (sg = (p — 1)) + 1 to (sq * q)) do
SUM = Bpq @ Wy

val = SUM (mod 16); pv = dpcount — val;

if (pv > 0) then

if (pv > 8)thenpv = (16 — pv); e = —1;
elsee = 1;

else

if (pv < —8) thenpv = abs(16 + pv); e = 1;

elsepv = abs(pv); e = —1;
end
Bpg(x,y) = Bpq(z,y) + e if Wy(z,y) = pv, wherez = 1,2,3 andy = 1,2, 3;
Po = Imxn)(1,7); Pn = Itmxn) (4, 5) + (pv X €);
if (¢(Kcount) = 1) then
| SM(mxn) (i, 7) = Poi SAmsxn)(iy§) = P
else
| SM(mxn)(i;3) = P SAgmxn) (i) = Po;
end
Dcount = Dcount + 1; Kcount = Kcount + 1;

if (Kcount > length(§)) then
|  Kcount =1,

end

if (Dcount > length(D)) then
| gotoStep 2

end

end

end

Wpg+1 = (Wpq X kK — 1) mod 9); whereged (x,9) = 1.
end

end

Step 2 Produced two stego images\(,,, ) andSA(,, xn);

Algorithm 13: Data embedding process of DRDHWM

or P, that has been decided Wy .oq (jiengtn(e))+1- SiNCeE is the secret key in binary form,
mod (j, length(§)) + 1 indicates the index value wheje=1,2,3, .. .. If £ mod (jiength(e)))+1 =

1 thenP, is stored withinSA and P, is stored withinS A; otherwise,P, is stored withinS A

and P, is stored withinSM. We repeat this embedding process nine times and embed thirty

six bits secret data within a block of dual image. After tHathas been updated for new image
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block using the following equation
Wipi=(W; xk—1) mod 9, (5.1)

wherei = 0, 1, 2, ..., 2" andgcd (k,9) = 1. We apply the same data embedding process
using new weighted matrix for new image block. Continue the process to hide a good amount
of secret data within dual image using this scheme. In the extraction phase, the receiver only

calculatesSU M (B ® W)(mod 2") and extracts the secret message.

After embedding all secret data bits, two stego imag§é$ and SA are generatedé, W
andx plays an important role during data embedding and data extraction prgassssed to
distribute stego and original pixels between dual image. A lseany positive integer which is
used to update weighted matrix. The schematic diagram of data embedding is shown in Fig. 5.1
and the corresponding algorithm is listed in Algoritis The numerical illustration of data

embedding is shown in Fig 5.2.

Example 5.2.1 Now, consider one example of embedding process showltyih.2. Suppose

a non-overlapping blockB; (Fig.5.2(a)), the secret data bits ard = didsdsdyds. .. =
1001 1100 0010 1110 0111 0001 1001 11100011.... To embed secret data within the pixel
value P, = 10 at location B;(1,1), we calculate the sum of entry-wise-multiplication as
SUM[(By(1,1) x W(1,1)) + (By(1,2) x W(1,2)) + (By(1,3) x W(1,3)) + (B1(2,1) x
W(2,1)) + (B1(2,2) x W(2,2)) + (B1(2,3) x W(2,3)) + (B1(3,1) x W(3,1)) + (B1(3,2) x

W (3,2)) + (B1(3,3) x W(3,3))] = SUM[(10x1) + (12x2) + (14x3) + (16x4) + (18x0) +
(22x5) + (20x6) + (27x7) + (30x8)] = 799. Then performval = 799 mod 16 = 15 which

is not equal tal; = (1001), = (9)10. S0B; is modified toB] by calculating theov = —6. and

e = —1. ThenP, = (10 + (-6)) = 4. Since¢(1) =1, SM;(1,1) = P, = 10 and SA;(1,1) =

P, = 4. Similarly at locationB; (1, 2), the value is 12. Perform sum of entry - wise - multipli-
cation as given belowSU M [(10x1)+(12x2)+(14x 3) +(16x4)+(18x0)+(22x5)+(19x6)+
(27x7)+(30x8)] = 793. Then performval = 793 mod 16 = 9 which is not equal tal, =
(1100), = (12)10. So, modifyB; to B, by the help ofpv ande. Here secret key bit stream
£(2) =0.S0,5M,(1,2) = P, = (12+ (12 —-9)) = 15and SA,(1,2) = P, = 12. In this way,

dual stego imagé M and S A are generated which are shown in Fig2. |
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T T ]
:10 2] 14 16 | 21 25 | r12]3
| 16 | 18 | 224,28 30| 33|, 40| 5
f20] 27| 3024|2735 6| 7| s

Block B, Block B, (b) Weighted Matrix (W)

(a) Original Image (3 X 3) Block Secret data bits D = dydydzd,ds.....="1001 1100
001o0~1110 0111 0001 1001 1110 0011.."

10| 12| 14 1 12| 3
= (799 mod 16) = 15 (val)
SUAL 16 | 18 | 22 ® 4 10| 5
20 | 27| 30 6 | 7| 8
Shared key (&) = 101011101
B, W

Now, take dy =(1001) from D; pv=(dy-val)=(9-15) = -6, So, decreaselat 6t position

of W; corresponds to By that is 84 [3, 1] pixel: Hence update the pixel by 20 - 1 = 19, Calculated
P,=10; P, =10+ pv = 10+ (-6) = 4. Again, secret key (£) =1, 5o, P, is stored within SM and P, is
stored within SA.

Then update B, and perform entry-wise-multiplication again to embed next 4 bits secret data.

10|12 14 1] 2| 3
StUM 6] 2z] @ []0]5 = 793 (mod 16) = 9 (val)
19| 27| 30 6| 7| 8
B W,

Now, take dp = (1100) from D; pv = (ds -val) = (12 -9 ) = 3; So, increase 1 at S'Wd position of W,
corresponds to By that is B, [1, 3] pixel: Hence update the pixel by 14 +1 = 15; Since key (£)=0,
S0, P, =12 is stored in 5A and P,= (12 + 3) =15 is stored in SM. The resultant Stego images SM
and 5A are shown below.

4 |12|120| 16| 21| 25 10115141621 | 25
16| 11|16 | 28| 30| 33 12118 22|28)30| 33
28| 2735|2427 35 20 3230|2427 35
(d) Stego image SA (c) Stego image SM

Figure 5.2: Numerical example of data embedding in DRDHWM
5.2.2 Data Extraction Process

At the receiver end, data extraction process has been performed from dual stego $mages
andS A with the help of secret keyg « and weighted matrixi?). First, rearrange the original
pixel (P,) and new pixel ,) by selecting (& 3) pixel block B and generate the original image
matrix (/) and new image matrixV/) respectively with the help of. Then calculate the

difference and store in matrixD //) using
DM =NI — I (5.2)
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(a) Stego image SA (b) Stego image SA
' N EEN,
% (d) New image
matrix
o (NI)
Starting from New pixel (P,)
1 Block m 5 DM =(NI-T)
I
' Select (3 x 3) block from DM,
v calculatee=-1, if (pv<=0) elsee =1 : :
E if (pv > 0), then increase pixel value by e o
¢ at index (x, y), such that W (x, y) = [pv|: v o
L 2 s s adeat
5 f ent ' ol
| 5 -
um o .en. Y .WF ¢ (e) Dif ference Matrix
multiplication
D B'; (DM)
S 4= 1]12]3
E / 40| 5| (f) Weight matrix
4 6|7]8|W
g E d; = Sum (mod 16) Secret data stream
x P B - O 1 100 11011011000...
3 S l
3 Q
I &
b 81| No |check all data are Yes
2 .
= retrieved or not
o -
b
After 9 times ;
Wig= (W, x x-1)mod 9, where
ged (k, 9) = 1

Figure 5.3: Schematic diagram of data extraction process in DRDHWM

The equation (5.2) is a simple matrix subtraction betwaddnand /. Now, modify the block

B to B’ depending on the difference value bfM;(z,y) wherex = 1,2,3 andy = 1,2, 3.
The B has been modified t&’ by increasing or decreasing one which will be depended on
the sign of the value oD M;(1,1) and the corresponding position 8f. Then perform the
sum of entry-wise-multiplication operation betweBnand1¥. Ther bits secret data will be

extracted usingU M (B @ W) (mod 27). Continue the operation nine times then modify
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for each new image block;), wherei = 1, 2, 3, ...,Ng, Ny is the number of block, using
Wisyi = (W; xk—1) mod 9,whereged (k,9) = 1. Then selecB; ., for next iteration. The
schematic diagram for extraction is shown in Fig. 5.3. The algorithm of secret data extraction

is shown in Algorithm 14. The numerical illustration is also shown in Fig. 5.4.

Example 5.2.2 The numerical example of data extraction and original image recovery process
has been shown in Fig. 5.4. Consider a shared secref keypinary form sayg =101011101.

If £ =1thenP, =10 collected from SM an#®, = 4 collected from SA. Store akt, within I and

all P, within N 1. With the help of and N I, we generate a list gfv using subtraction operation
as{(4 - 10),(15 - 12),(20 - 14),(12 - 16),(11 - 18),(16 - 22),(28 - 20),(32 - 27),(35} 8Qpals

to {-6, 3, 6, -4, -7, -6, 8, 5, b Before going to calculate sum of entry-wise-multiplication, the
block B, is modified toB due to thepv value = - 6. Then find the sum &8/ M [(10x1) +
(12x2) + (14x3) + (16x4) + (18x0) + (22x5) + (19x6) + (27x7) + (30x8)] = 793 and find

the result ofmod 16 which is actually the hidden four bits dai@),, = (1010),. Again modify

Bj for the nextpv value by 3 and start to extract the next four bits secret data using same the

process. Continue the process to extract all hidden data |

5.2.3 Overflow and Underflow Control

Here, P, is the original image where overflow or underflow situation may not occur but overflow
occurs inP, because it has been updated by addition or subtraction operationpusirigpr
example, consideP, = 248 ande = 1, pv = 8, thenP,, = (248 + 8) = 256 which is greater then
255. So overflow situation may arise. SimilarlyAf = 6 ande = —1 andpv = 7, thenP,, = (6

- 7) =- 1 which is less then 0. So underflow situation may arise. To overcome this problem, we

calculateP, using equation (5.3).

247+ (pv x e), if P, > 247
P,=< 8+ (pvxe), ifP <8 (5.3)

P,+ (pv x e), otherwise

Here, we selP, as 247 if it is greater then 247 and set 8 if it is less then 8. At the receiver end,

receiver can easily fin@®, and P, by the key&. Now, to extracpw in this case, we follow the
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Input: Two stego imageS M, x n) aNdS A, x »); Weighted matrixi¥ 3 3), Two shared secret keygsandx; Dlen is the data

length;

Output: Cover image(émxm, DataD’ = {d},d5,ds, ..., whered] = 4 bits each;

Initialize : Dcount = Kcount = 1; sq = 3; DM is a matrix that holds thgv values;I’ = SM,
Step 1

for (p = 1to (m/sq)) do

for (¢ = 1to (n/sq)) do

for (i = (sqg* (p — 1)) + 1 to (sq = p)) do

for (j = (sqg* (g — 1)) + 1to (sq*q))do

if (£(Kcount) = 1) then
‘ P, = SM(an)(Z»J)' Pn = SA(an)(zvj)v Iy/)q(zy.j) = Po;

else
‘ P, = SA(an)(Za])r Pn = SM(an)(ij)x I;_,q(l,]) =P,

end
DMpq(i,7) = (Pn — Po);

end
Kcount = Kcount + 1;
if (Kcount > length(£)) then Kcount = 1,

end

end

end

Step 2

for (p =1 to (m/sq)) do

for (¢ = 1to (n/sq))do
Bpg(3X3) — I, ;
for (i = (sq* (p — 1)) + 1 to (sq * p)) do

for (j = (sg¢* (¢ — 1)) + 1 to (sq * ¢)) do

if (DM pq(i,7) > 0)thenpv = DM pq(i,5), e =1,

if (DM pq(i,7) < 0)thenpv = abs(DMpq(i,7)); e = —1,

Bpg(z,y) = Bpq(z,y) + d, if Wr.(z,y) = pv, wherex = 1,2,3andy = 1,2, 3;
SUM = Bpq ® Whq;

o eount = SUM(mod16); pv = dpeount — val;

Dcount = Dcount + 1;
if (Dcount > Dlen) then gotoStep 3

end

end
Wpg+1 = (Wpq X k — 1) mod 9; whereged (k,9) =1

end

end

Step 3 Produced’
Step 4 End

’
(mxn)

andD’ = {d'l, d;, d;,, R Whered; = 4 bits each

Algorithm 14: Data extraction process of DRDHWM
equation (5.4).
P, — 247,  if P, > 247
P, -8, if P, <38 (5.4)

pv
P, — P, otherwise
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: 16|21 25
| 16| 11 | 161,28 | 30| 33
i| 28| 27| 35,24 | 27| 35

————

Block SM, Block SM, Block SA; Block 5A;
(a) Stego image SM £-101011101 (b) Stego image SA

Since, £=1, P, =10, collected from SMyand P, = 4, collected from SA; pv = 4-10=-6.
Again next £= 0, P, =12, collected from SA; and P, = 15, collected from block SMs and
pv=15-12= 3, Inthis way, extract original image block (I)and a new matrix (NI).

1012 14 4 [15] 20

16 | 18 | 22 12 11] 16

20| 27| 30 28 | 32 35
I NI

Now calculate pv=NI-I=-6, 3, 6, 4, -7, -6, 8, 5, 5 then select Byas I,
By is decreased by 1 at B, (3, 1) location, because W,(3,1) = | - 6 [ and then perform SUM.

100112 14 112 3
sum | [ 16]8]22] Q) [4]o]5| |=703mate=90
191 27| 30 6| 7| 8
By W,

Similarly, increase 1 at 8, (1, 3) location, because W, (1, 3) = 3 then again calculate SUM.

Continue remaining 7 time and extract all secret data.
D="1001 1100 0010 1110 0111 0001 1001 1110 Q011"

101214162125

Finally, concatenate all B;and get 16 | 18| 22|28 30| 33
original image. 20| 2730|2427 35

(e) Extracted original image

Figure 5.4: Numerical example of data extraction in DRDHWM

5.2.4 Experimental Results and Comparisons

Data embedding and data extraction algorithms of DRDHWM scheme are implemented through
MATLAB Version 7.6.0.324 (R2008a). The payload in terms of bits per pixel (bpp) is calculated

by the following equation

: (5.5)
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(m) Boat (256 x 256)

. -
(q) Gold-Hill (256 x 256) (r) Zelda (256 x 256)

Figure 5.5: Standard input images are used in DRDHWM
wherem andn represent the size of input imageandy represent the size of block,repre-
sents the number of bits which are to be embedded within each bloekresents the number
of stego images (here it is 2 for dual image). Consider 256, n = 256,z =3,y =3,r =4
ands = 2. So, the payloag = 1.98 (bpp).

The standard cover images are used for experiment which are shown in Fig 5.5 and Fig 5.6
shows generated dual stego images after embedding 2,60,096 bits secret data. It is observed
from the Table 5.1 that the average PSNR of the stego images is around 37.7 (dB) when em-
bedding capacity is 2,60,096 bits. The payload is 1.98 (bpp). The data embedding capacity of
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SM (256 x 256) SA (256 x 256)

(a) Cameraman

SA (256 x 256)
(c) Jet Plane

SM (256 x 256)

S (256 =< 256) SA (256 x 256)

(e) Lena

SML (256 x 256) SA (256 x 256)

(g) Peppers

S (256 = 256) SA (256 x 256)

(&) House

i..‘—ﬁr’- E
S (256 = 256) SA (256 x 256)
(d) Lake

SA (256 = 256)
(f) Living Room

SA (256 x 256)
(h) Pirate

SM (256 x 256)

STVI (256 x 256)

{i) Bridge

SIVI (256 x 256)

{1} Little Lad;

(o) Moon SA(2ZS6 x 2I56)

SV (256 x 256)

SV (256 x 256)

SA (256 x 256)
() Grold Hill

S (256 =< 256)

SA (256 =< 256)
{1} Aerial

STV (256 x 256) SA (256 x 256)

{r) Zelda

Figure 5.6: Generated dual stego images after data embedding in DRDHWM
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Table 5.1: PSNR (dB) of stego images with capacity in DRDHWM

Image (1) Embedded Data (bits] PSNR of SM | PSNR of SA| Avg. PSNR
80,000 42.6752 43.1809 42.92805
1,60,000 39.7952 40.1716 39.9834
Camera Man
2,40,000 37.9778 38.4299 38.20035
2,60,096 37.6072 38.0798 37.8435
80,000 42.6101 43.1188 42.86445
1,60,000 39.6894 40.1066 39.898
House
2,40,000 37.9109 38.3755 38.1432
2,60,096 37.5586 38.0262 37.7924
80,000 42.6988 43.2139 42.95635
1,60,000 39.7976 40.1907 39.99415
Jet Plane
2,40,000 37.9901 38.4492 38.21965
2,60,096 37.6146 38.0896 37.8521
80,000 42.7090 43.1874 42.9482
Lak 1,60,000 39.7833 40.1606 39.97195
ake
2,40,000 37.9790 38.4355 38.20725
2,60,096 37.6212 38.0835 37.85235
80,000 42.7090 43.1928 42.9509
L 1,60,000 39.7856 40.1739 39.97975
ena
2,40,000 37.9790 38.4502 38.2146
2,60,096 37.6379 38.0760 37.85695
80,000 42.7149 43.2015 42.9582
1,60,000 39.7838 40.1705 39.97715
Peppers
2,40,000 37.9876 38.4235 38.20555
2,60,096 37.6140 38.0699 37.84195
80,000 42.6612 43.1739 42.9175
1,60,000 39.7634 40.1405 39.9519
Bridge
2,40,000 37.9640 38.4279 38.1959
2,60,096 37.6078 38.0475 37.8276
80,000 42.6908 43.1750 42.9329
) 1,60,000 39.7634 40.1471 39.9552
Tiffany
2,40,000 37.9148 38.3954 38.1551
2,60,096 37.5652 38.0385 37.8018
80,000 42.2023 42.6494 42.4258
1,60,000 39.5056 39.9096 39.7076
Little Lady
2,40,000 37.4163 37.8754 37.6458
2,60,096 36.9781 37.4429 37.2105

this scheme is higher than other mentioned schemes in Table 5.2. So, in terms of payload this

method is superior than others, but the PSNR is slightly dropped.
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Table 5.2: Comparison of DRDHWM with existing dual image based schemes

Methods PSNR (dB) Images
Lena | Peppers| Boat | Goldhill
PSNR (1) 45.12 | 45.14 45.12 | 45.13
PSNR (2) 45.13 | 45.15 45.13 | 45.14
Chang et al. [5]
Avg. PSNR 4513 | 45.15 45.13 | 45.14
Payload (bpp)| 1 0.99 1 1
PSNR (1) 48.13 | 48.11 48.13 | 48.13
PSNR (2) 48.14 | 48.14 48.12 | 48.15
Chang et al. [6]
Avg. PSNR 48.14 | 48.13 48.13 | 48.14
Payload (bpp)| 1 1 1 1
PSNR (1) 49.76 | 49.75 49.76 | 49.77
PSNR (2) 49.56 | 49.56 49.57 | 49.57

Lee et al. [34]

Avg. PSNR 49.66 | 49.66 49.67 | 49.67
Payload (bpp)| 1.07 | 1.07 1.07 | 1.07
PSNR (1) 39.89 | 39.94 39.89 | 39.9
PSNR (2) 39.89 | 39.94 39.89 | 39.9
Avg. PSNR 39.89 | 39.94 39.89 | 39.9
Payload (bpp)| 1.53 1.52 1.53 1.53

Chang et al. [10]

PSNR (1) 52.11 | 51.25 51.11 | 52.11
PSNR (2) 41.34 | 41.52 4157 | 41.34
Qin etal. [52]
Avg. PSNR 46.72 | 46.39 46.84 | 46.72
Payload (bpp)| 1.16 1.16 1.16 1.16
PSNR (1) 49.20 | 49.19 49.20 | 49.23
PSNR (2) 49.21 | 49.21 49.21 | 49.18
Lu et al. [45]
Avg. PSNR 49.21 | 49.20 49.21 | 49.21
Payload (bpp)| 1 0.99 1 1
PSNR (1) 37.63 | 37.61 37.58 | 37.59
PSNR (2) 38.07 | 38.06 38.01 | 38.08
DRDHWM

Avg. PSNR | 37.85| 37.83 | 37.79| 37.83
Payload (bpp)| 1.98 | 1.98 1.98 | 1.98

5.2.5 Steganalysis and Steganographic Attacks

The steganalysis has been performed through RS analysis proposed by J. Fridrich [18], statisti-
cal analysis and relative entropy has been calculated. The perceptibility of the proposed scheme
have been measured through various steganographic attacks including Jeremiah J. Harmsena’s

Histogram attack and Brute Force Attack.

5.2.5.1 RS Analysis

The stego images are tested through the J. Fridrich’s RS steganalysis [18]. It is observed from

Table5.3 and Tables.4 that the values oR); andR_,,, Sy, andS_,, are nearly equal. The RS

212



RDH using Weighted Matrix 5.2 Dual Image based RDH using Weighted Matrix

value for lena image of M is 0.0094 after embedding 2,60,096 bits. Thus Rlje = R_,,
andS,, = S_,, are satisfied for the stego image in this scheme. So, this is secure against RS

attack.

Table 5.3: Results of RS analysis for stego images SM in DRDHWM

Image Data SM

Rar R_n | Su S_n | RSvalue
80000 6896 | 6922 3807 | 3817 | 0.0034
160000 | 6403 | 6451 4270 | 4237 | 0.0076
240000 | 6074 | 6138 | 4496 | 4468 | 0.0087
260096 | 6152 | 6122 | 4527 | 4479 | 0.0073
80000 | 5490 | 5586 4142 | 4050 | 0.0195
160000 | 5427 | 5550 | 4280 | 4149 | 0.0262

Cameraman

Lena
240000 | 5422 | 5586 4424 | 4312 | 0.0280
260096 | 5484 | 5535 4406 | 4448 | 0.0094
80000 | 5872 | 5812 5010 | 5141 | 0.0176
160000 | 5800 | 5815 5116 | 5112 | 0.0017
Baboon

240000 | 5851 | 5770 | 5118 | 5219 | 0.0166
260096 | 5856 | 5757 5109 | 5215 | 0.0187

Table 5.4: Results of RS analysis for stego images SA in DRDHWM

Image Data SA

Ry R_p | Su S_wm | RSvalue
80000 | 6961 | 6954 3788 | 3770 | 0.0023
160000 | 6537 | 6422 4190 | 4248 | 0.0161
240000 | 6179 | 6278 4426 | 4405 | 0.0113
260096 | 6278 | 6244 4420 | 4447 | 0.0057
80000 | 5572 | 5483 4071 | 4100 | 0.0122
160000 | 5476 | 5570 4308 | 4214 | 0.0192

Cameraman

Lena
240000 | 5475 | 5452 4299 | 4354 0.0080
260096 | 5409 | 5602 4495 | 4338 0.0353
80000 5813 | 5831 5004 | 5091 0.0097
160000 | 5841 | 5823 5077 | 5135 0.0070
Baboon

240000 | 5915 | 5701 | 5022 | 5251 | 0.0405
260096 | 5803 | 5793 | 5088 | 5134 | 0.0051

5.2.5.2 Relative Entropy

In this experiment, it has been observed that the relative entropy is directly proportional to

the number of secret data bits. The relative entropy varies from 0.01 to 0.18 when 80,000
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to 2,60,096 bits are embedded, which is very small and implies that the DRDHWM scheme

provides secure hidden data communication which are shown in Fable

Table 5.5: Relative entropy of stego images SM and SA in DRDHWM

Image Data Entropy | | Entropy SM | Difference (I & SM) | Entropy SA | Difference (I&SA)
80000 7.0572 0.04 7.1143 0.02
160000 7.1220 0.01 7.1143 0.03
Cameraman 7.0299
240000 7.1547 0.14 7.1458 0.18
260096 7.1555 0.14 7.1452 0.12
80000 7.4491 0.02 7.4494 0.01
160000 7.4550 0.02 7.4562 0.01
Lena 7.4429
240000 7.4653 0.03 7.4622 0.03
260096 7.4668 0.04 7.4654 0.03
80000 7.2393 0.04 7.2394 0.04
160000 7.2438 0.05 7.2437 0.05
Baboon 7.2371
240000 7.2471 0.05 7.2461 0.05
260096 7.2469 0.05 7.2475 0.05

5.2.5.3 Statistical Analysis

The SD ¢) and CC p) of cover and stego images has been calculated and depicted in Table
5.6. It is observed that the of cover image and stego image is nearly equal ang ikenearly

0.99. Itis also observed that there is no substantial divergence betweenfttiee cover image

and the stego images. This study shows that the magnitude of change in stego images based on
image parameters is small from a cover image. Since the image parameters have not changed
a lot, the method offers good concealment of secret data and reduces the chances of the secret

data bit being detected. Thus, it indicates secure data hiding scheme.

Table 5.6: Results of SDyj and CC p) in DRDHWM

Image SD (o) CC ()

| SM SA 1&SM | &SA | SM & SA
Cameraman| 61.58 | 61.70 | 61.67 | 0.99 0.99 0.99
Lena 47.83 | 47.96 | 47.94 | 0.99 0.99 0.99
Baboon 38.37 | 38.48 | 38.50 | 0.99 0.99 0.99
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Figure 5.7: Results of Histogram attack in DRDHWM

5.2.5.4 Histogram Attack

A new steganalytic attack has been proposed by Harmsena [22] which is based on noise adding
in the spatial domain corresponding to low-pass filtering of the histogram. 5Figdescribes

the histogram of the cover and the stego image and their difference histogram. The stego image
is produced from cover image employing the maximum data hiding capacity. It is observed
from Fig. 5.7 that the shape of the histogram is preserved after embedding secret data bits.

Histogram of cover image is representedhashereas histogram of stego image is represented
255

m=

ash’. The change of histogram can be measuredpy= >">" |h,, — h,,|. The difference of

the histogram in this approach is very small. It is also observed that the bins close to zero are
more in number and the bins which are away from zero are less in numbers. This confirms that
the quality of stego image is preserved. There is no step pattern observed which ensures that

the proposed method is robust against histogram analysis.
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5.2.5.5 Brute Force Attack

1000

200

E00

(a) Secret data
extracted using n
correct parameters

&0 100 150
(b) Histogram of Secret Data

(c) Noise like secret 1nn
data extracted using
wrong parameters

o 50 [li= 150 200 250
(d) Histogram of noise like data

Figure 5.8: Results of Brute Force Attack in DRDHWM

The secret information is distributed among dual images. The proposed scheme protects
secret information due to its distributed nature. The weighted matrix based data hiding scheme
only hides embedding position valggv) within dual image and not the actual data bits. Also
the weighted matrix is updated for each new selected block using secret KBye method
DRDHWAM is secure to prevent possible malicious attacks. The Fig.shows the example
of getting noise like secret data when applied with a wrong key and wrong weighted matrix to
revel the hidden message. If the malicious attackers hold the original image and stego image
and are fully aware about the proposed scheme, the hidden message still cannot be revealed
without secret key and weighted matrix. Similarly, if the malicious attacker is fully aware about
the formation of weighted matrix of the proposed scheme then the hidden message still cannot
be revealed without secret keyandx. Furthermore, the attacker may employ the brute force

attack that tries all possible permutations and combinations to reveal the hidden message. The
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possible number of weighted matrix to embelits secret data in each block g~ + 1)!.

The original matrix(m x n) has been used and partitioned if3ox 3) blocks. Total number of
blocks are[ | x [%] and each block is used as a modified weighted matrix. So, the number
of trials to reveal the hidden message @€' + 1)! x [2| x [%]. In this scheme, key

is used for pixel distribution among dual image. If the key lengtl§ &f /, then the possible

combination of will be 2. So total number of trials £2" + 1)! x [ 2] x [%] x 2\,

Example 5.2.3 Consider the image af256 x 256). with » = 4 bits and the key length is
bits. The number of trials to reveal the secret message wiltbe 3,62, 880) x 7281 which is

computationally infeasible by an adversary using current computers. |

The proposed scheme has achieved stronger robustness against several attacks. Furthermore, the
secret information can be retrieved without encountering any loss of data and original image can

be recovered successfully from stego image with a valid key and weighted matrix.

5.3 Interpolated Image based RDH using Weighted Matrix
(IRDHWM) &°

High payload weighted matrix based reversible data hiding scheme has been proposed in this
section. A secure data hiding scheme for binary images using a key matrix and a weight matrix
has been proposed by Tseng et al. [64] which can hide Dbiys secret data within 8 x 3)

pixel block. After that, Fan et al. [14] suggested an improved efficient data hiding scheme using
weighted matrix for gray scale images which can hidets in a(3 x 3) block. In the literature,

it is found that weighted matrix based data hiding schemes performed only one modular sum
of entry wise multiplication between weighted matbix and a pixel block of original image.

Only one embedding operation is performed with a single block and4hits secret data are
embedded within a block. High-capacity is still one of important research issue in data hiding.

After message extraction, the requirement for the image reversibility without any distortion

8Published in the proceedings of the International Conference on Computational Intelligence in Data Mining
(ICCIDM-2015), Advances in Intelligent Systems and Computing, Springer India, Vol. 411, pp. 239-248, with

title Weighted Matrix Based Reversible Data Hiding Scheme Using Image Interpolation.
9Published in theDptik-International Journal for Light and Electron Optics, Elsevier, (Impact Factor-

0.677) (2016), 127(6), 3347-3358ith title High Payload Reversible Data Hiding Scheme using Weighted matrix.
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goes high. Here, we proposed a high capacity reversible data hiding scheme where twelve time
multiplication operations have been performed in each block to hide forty eight bits secret data
within the block. The developed scheme provides average embedding payloddpp) with

good visual quality measured by PSNR which is higher iafd7 (dB).

5.3.1 Data Embedding Process

First, enlarge the original imageof size(M x N) using image interpolation technique which

produces cover imag€ of size((2M — 1) x (2N — 1)) using equation (5.6).

C(@i,4) = 1(p,9)

{where p=1...M,q=1...N,i=1,3,..., (2M —1),j=1,3,..., (2N — 1)}

{where (((i mod 2) # 0)&((j mod 2) = 0)),¥i=1...,(2M —1),j =1...,(2N — 1)}
Ci,j) = (C(i —1,5) + Ci + 1,5))/2

{ where(((i mod 2) = 0)& ((j mod 2) £0)), Vi=1...,(2M —1),j=1...,(2N — 1)}
Cl,j)=CGE-1,j—-1)+CGE—-1,j+1)+Ci+1,5—-1)+C(:+1,j+1))/4

{ where(((i mod 2) = 0)& ((j mod 2) = 0)),Yi=1...,(2M —1),j=1...,(2N — 1)}

(5.6)

\

Then partition the ) into (3 x 3) pixel block B33y and(C) into (5 x 5) pixel blockC'5 5.
Consider the predefined weighted mat¥ix of size (3 x 3). Now, perform modular sum of
entry-wise-multiplication ofBs.; with W and get the resultal). Then calculate data embed-

ding position(pv) through subtraction ofval) from secret data unitD) that ispv = D — val.

If the sign ofpv is positive then increase the pixel value by one unit at the corresponding
position of image blockB ;.3 otherwise decrease the pixel value. At the same time, data
embedding positiofipv) is stored within the interleaved pixel of the cover image blogks).

This sum of entry-wise-multiplication operation has been repeated twelve times and each time
the pixel value atB(;.3 has been increased / decreased and at the sameptirhas been
stored within the interleaved pixel 6f;5) to achieve high data embedding capacity. In each
operation, four bits secret data is embedded without a block through only one unit change. As a
result, the scheme can hide2 x 4) = 48 bits secret information within the single block. After
finishing data embedding within a particular block, update weighted matrix for next block using
Wisi = (Wi xk—1) mod 9, whereged (k,9) = 1,7 = 1,2,..., Ng, Ng is the number

of block. The Fig.5.9 shows the schematic diagram of data embedding process. Numerical
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Input: Original Imagel [M][N], Weighted matriX4’[3][3], Secret DatdD = {d1, d2, d3, . .., whered; = 4 bits each, and shared
secret ke, count = 1;

Output: Stego images[2 x M —1][2 x N —1];

Step 1 Generate cover imagé€[2 x M — 1][2 x N — 1] from I[M][N] using equation (5.6)5 = C;

Step 2 Partition/[M][N] into (3 x 3) overlapping blocks ;

Step 3: Brow = L%—fi] —1; Beol = L%J -1

for p = 1 to Brow do

for ¢ = 1 to Beol do

Bpg¢3 x 3 <= I[M][N]; wheresq = 3;

if (p # Brow & q # Bceol)thensqr = (2 X (sq — 1) X p); sqe = (2 X (sq — 1) X q);

if (p # Brow & ¢ = Beol) then sqr = (2 X (sq — 1) X p); sgc = (2 x (sq — 1) x q) + 1;

if (p = Brow & q # Beol)then sqr = (2 X (sq — 1) X p) + 1; sqc = (2 X (sq — 1) X q);

if (p = Brow & q = Beol)then sqr = (2 x (sq—1) xp) +1;sqgc= (2 x (sq—1) x ¢) + 1;
fori= (2 x (sg— 1) x (p— 1)) to sqr do

for j =(2x(sq—1) x (¢ — 1)) tosgcdo

if : mod 2=00rj mod 2=0)then

if (count < length(D)) then

SUM = Bpq ® Wr; dec = BCD(dcount); val = SUM (mod16); pv = dec — val;
if (pv > 0) then
if (pv > 8) then
pv = (16 — pv); e =-1;
else
| e=1
end
end
if (pv < 0) then
if (pv < - 8)then
‘ pv = abs(16 + pv); e =1;
else
‘ pv = abs(pv); e =-1;
end
end
Bpg(x,y) = Bpq(z,y) + eif Wr(x,y) = pv, wherez = 1,2,3 andy = 1, 2, 3;
Spq(%,5) = Cpq(i,7) + (pv X €); count = count + 1;

else
| gotoStep 4

end

end

end

end
Wit1 = (W; x k—1) mod 9, whereged (k,9) = 1;

end

end

Step 4 Generate stego imagg2M — 1 x 2N — 1];
Step 5 End.

Algorithm 15: Data embedding process of IRDHWM
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Interpolation

(a) Original image (I)

(M x N) :
Divide (3 x 3) Block Sum (8, @ W;) (b) Cover Image (C)
Starting from 15 (3 x 3) block 112]z3 (2M-1 x 2N-1)
Divide into (5 x 5) block

P!". .?*—-—4 o015
B;

val = Sum mod (2”)

Secret data pv = dy - val,
D =1100 1101 pv =+ve /- ve then
1011 0001 ... increase/ decrease
. 1 at the original image
4 bits data (d)Stego image S
as d, (r = 4 bits) l
— 5 if length of (D)>=0 No

Loop continue up to 12 times for same (3 x 3) block. After that,
Wiy =(( W, x x=1)mod 9)+ 1, where gcd (x, 9)=1; select next (3 x 3) block.

Figure 5.9: Schematic diagram of data embedding process in IRDHWM
illustration of data embedding process is described in ki) and the corresponding algorithm

is listed in Algorithm15.

Inpo = (S(i,5 — 1) + S(i,5 + 1))/2; where (i mod 2) # 0 and (j mod 2) = 0;

Inpo=(S(i—1,7)+S(GE+1,5)/2; where(: mod 2) =0 and (j mod 2) # 0;
i=1...2xM-1)andj=1...(2x N —1); (5.7)

Inpo= (S(i—1,j —1)+ S —1,j+ 1)+

Sti+1,j—1)+S>E+1,j+1))/4; where(¢ mod 2) =0 and(j mod 2)=0;

5.3.2 Data Extraction Process

At first, extract the original imagé!/) by selecting pixels from odd row and odd column of
stego imagéS) which is shown in Fig5.10. Now, considet3 /(33 of size(3 x 3) from (1)
andBC5xs5) of size(5 x 5) from (S). Then calculate interpolation valénpo) using equation
(5.7) and position valuépv) usingpv = Inpo — current value, wherecurrent value is the

present pixel value of the stego-image. After that, we check the sign.off (pv < 0) then
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Input: Stego Images[2 x M — 1][2 x M — 1]; Weighted matrix¥ [3][3]; shared secret key;
count = 1; length of hidden datasglen); M = GXMZ1HD y — GXMZ1HD),

Output: Original Imagel[M][N]; Secret DataD ;

Step 1: Extract original Imagd [M][N] from Stego Image&[2 x M — 1][2 x M — 1],

i=Lp=1
while (i <2 x M — 1)do

j=Lg=1

while ( <2 x M — 1) do

| Ilplla) = S[GL T+ 2Za=a+1;

end

t=i+Lp=p+1;
end
Step 2: Brow = \_?éi'}] —1; Beol = Li\(lltﬂ —1;
for p = 1 to Brow do

for ¢ = 1 to Beol do

Bpg¢3 x 3 <= I[M][N]; wheresq = 3;

if (p # Brow & q # Bceol)then sqr = (2 X (sq — 1) X p); sqc = (2 X (sq — 1) X q);

if (p # Brow & q = Bceol)then sqr = (2 X (sq — 1) x p);sgc= (2 x (sq—1) x q) + 1;

if (p = Brow & q # Bceol)then sqr = (2 X (sq — 1) x p) + 1; sqgc = (2 x (sq — 1) X q);

if (p = Brow & q = Beol)then sqr = (2 x (sq—1) xp) +1;sgc= (2 x (sq— 1) x ¢) + 1;
fori = (2 x (sq—1) x (p — 1)) to sqr do

for j = (2 x (sq—1) x (g — 1)) tosgcdo

if (¢ mod 2=00rj5 mod 2= 0)then

if (count < stlen) then
calculate interpolate valuénpo) using equation (5.7) at locatidp, j) with the help of

S2x M—1] x[2x M —1]

if (Inpo < S(4,7)) then
|  pv=25(ij) — Inpoje =1;

else
| pv=Inpo—S(i,j)e=—1;
end
if pv # 0then
| Bpq(x,y) = Bpq(z,y) + eif Wr(z,y) = pv, wherez = 1,2,3 andy = 1,2, 3;
end

SUM = qu QR Wr;
deount = SUM (mod16); count = count + 1;

else
| gotoStep 3

end

end

end

end
Wit1 = (W; x k—1) mod 9, whereged (k,9) = 1;

end

end

Step 3Produce Original imagé[M x N]and DataD = (d, d2, ... ), whered; is the4 bits data
Step 4 End.

Algorithm 16: Data extraction process of IRDHWM
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1 2 3 4 5

152 | 156 | 161 | 163 | 158 1 21 3
(a) Two overlapped
block of B 2] 168 | 158 | 174 | 167 | 175 41 0| 5
3J 185 | 186 | 188 | 185 | 176 6 7| 8
Block B, 1 f l L Block B, (b)Weighted matrix (W;)
Lyl rfe)| 3| 4|56 78|89
(c) Cover image C P 7 PR E o eV B
. . | |
(using equation- il bl 10 B 1) il ST S N 158. Consider Secret Data D=
5.8) with 5 160 | 158 | 157 162| 167 | 166 | 165 | 165 Iéél {1100 1111 1010 0011
embedding {e3) | {ed) | (e5) | (e8) ] (e3) | {e4) | (D) | (=6) : 0111 0001 1001 1110
location e 163 166 170 171 0011 1010 1100 1000.
I 3 | 168 ) 158 ey 174 ) 167 (e8) 175| }
4 76 | 174 | 172 | 172\ 181 ) 178 | 176 | 175 1'75' IIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII
{e8) | (=20} {e11) | (et2){ (%) | (20} | (ell) | (e12) I
5 (185) 185|186 | 187y 188 | 186 | 185 | 180 | 176,
- = e el e = s e =3 =

-
152 | 156 | 161 1 2 3
SUMS)=| 16811581 17| ® [ 2 | 0 | 5 = 6405 (mod 16) = 5 (val)
185|186 | 188 6 7| 8
By W, »

Taken 4 bits secret data (1100) from D dec = 12 pv=(dec-val)=(12-5)=7 <= &

Increase 1at B,[3, 2], that is 186 + 1= 187 : then increase el ( fig (c)) by 7, so, 154 + 7 = 161
Next, undated By multiply with W, then SUM = 6412 (mod 16) = 12 (val)

Taken next 4 bits (1111) from D dec = 15: pv = (dec - val) = (15 - 12) = 3 <= 8.

so, increase I at 8 [3, 1], that is 161 + 1 = 162; then increase e2 (fig c) by 3, so, 158 + 3 = 161,

In this way all secret data is embedded within Cover Image .
The resultant Stego image S is shown here.

gl 1234|5678 9
1 1152 161|156 161 | 161 | 162|163 | 160 | 158

155|151 | 161 (156 | 167 | 166 | 165|165 | 166
168 171|158 | 171 | 174 | 170 167 | 171 | 175

2
3
4 | 181|181 174168181 | 178 176|175 175
5 |185| 185|186 | 187|188 | 186| 185 | 180 | 176

(d) The Stego Image 5 with changed interleaved value after embedding D

Figure 5.10: Numerical example of data embedding in IRDHWM

e = 1 elsee = —1. Then we updatés (3.3 by Bl.3) + e by updating the pixel value at

the position valugwv of the weighted matrix. Finally, we extra¢tbits secret data using =
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(a) Stego Image S N

(2M-1 x 2N-1) (b) Original Image T
A (M x N)
7

Extract original image I (i, j)
wherei=1,3 5.andj= 1 3 5.,

Divide (3 x 3)
Block

Consider (3 x 3) block [

Calculate Interpolation Value

pv = (inpo - Frrent value) ?é
pv = +ve /- ve then ]
increase/ decrease 112|3 ‘

1 at the original image T 4|o0] 5
6|7]8
Secret data D = 1100 1101

Weight matrix

>

1011 0001 1100 1010<+ D, = Sum mod (27) E
(Collect all data) 4 bits l g
o

X No Check all inpo value in 13_

320{q 2Wpos 2Y3 Wi uoiibJado 21 anujuos dool

the same (3 x 3) block

After 12 operation Update W, /yes

1 Go to next block W,.y = (W, x x-1) mod 9,

where ged (x,9) = 1

320[g 3xaU 03 05

Figure 5.11: Schematic diagram of extraction process in IRDHWM
(Blxsy ® W;)(mod16), wherei = 0,1,2...,12. The entry-wise-multiplication operation is
performed twelve times on the same block @8dits secret data is extracted. The schematic
diagram of data extraction is shown in Fig 0 and numerical illustration is shown in Fig§.12.

Extraction algorithm is listed in Algorithr6.

5.3.3 Overflow and Underflow Control

Overflow situation may occur when interpolated pixel value exceeds the maximum intensity
value of gray scale image after addition witlh For example, consider the pixel p&db4, 255).

After interpolation it become&54, 254, 255). If the pv value8 is added with254, it becomes

262 which is greater thapb5, this situation is called overflow situation and it may occur during

data embedding. When the is subtracted from pixel then there may be a chance that under-
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(a) Stego Image S

i 1 2 3 4 5 6 7 8 9

1 152 | 161 | 156 | 161 | 161 | 162 | 163 | 160 | 158

2 155 | 151 161 156 | 167 | 166 | 165 | 165 | 166
3 168 | 171 188 | 171 | 174 | 170 | 167 | 171 5
4 181 181 174 | 168 | 181 178 | 176 | 175 | 175
5

185 | 185 | 186 | 187 | 188 | 186 | 185 | 180 | 176

The receiver first produce the original image (I) from the stego image (5) by taking
row wise 1, 3, 5, 7, 9 location and column wise 1, 3, 5 location pixels.

[t ' | |
192 | 196 | 161 | 165 | 158 || (1) Original image ()
2| 168 | 158 |,174 | 167 | 175

3,185 | 186 |, 188 |, 185 | 176 |,

Block B, | } J l Block B,

iJ 1 2 3 iJ 1 2 3
152 | 156 | 161 1 | 161|163 | 158
168 | 158 | 174 2 | 174 | 167 | 175
185 186 | 188 3 | 188|185 | 176

Calculate the interpolation value inpo using equation (5.9) ;
The interpolate value inpo = 154 at el location then find the dif ference
d=5[1, 3]-inpo =161-154 =7 So, increase 1 at 8,[3, 1] that is

186 + 1 = 187, then perform entry-wise multiplication with weighted matrix W,

1 2 3
1| 152 | 156 | 161 121 3
SUM (5) = 2| 168 | 158 | 174 ® P 0 5 = 6412 (mod 16) = 12
185 | 187 | 188 s | 71 8 - 1100
8, W,

Repeat this process and extract the secret data D.
Finally , one can get data as well as original image L

Figure 5.12: Numerical example of data extraction in IRDHWM

flow occurs. For example, consider that the pixel paif2ist), after interpolation it becomes
(2,3,4). Consider thew is equal tol. If 4 is subtracted from then it becomes negative, which

is not a valid pixel value. This is an underflow situation. To overcome these situations we can
adjust pixel values as follows: It is observed that the maximum valye of 8. If we adjust

interpolated pixel value at 247 (that means 255 - 8) then it is possible to overcome the overflow
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situations.

247 i Inpo > 247
Inpo = (5.8)
8 if Inpo <38

To overcome the underflow situation, we fix interpolated pixel valusvitren it is below eight.
For example, considee, 8, 4) pixel values. Ife = —1 andpwv is any value between the range

0 — 8 then the interpolated pixel never crosses the limit

5.3.4 Experimental Results and Comparisons

(b) Airplane (256 x 256) (c) Chemical Plant (256 x 256)

0 I

= 1S

=l - W=
3 — III é'“ . =
4= =rw= N
s =1 —
s=m =i

(d) Clock (256 x 256 ) (e) Moon (256 x 256 ) (f) Resolution Chart (256 x 256)

Figure 5.13: Standard cover images of gi2&6 x 256) pixel used in IRDHWM

The proposed scheme is tested and verified using gray scale images Lena, Moon Surface,

Aerial, Airplane, Clock, Resolution Chart and Chemical Plant which are collected from the

USC-SIPI image database, University of Southern California [65] shown in Ei3. Af-

ter image interpolation and data embedding, stego image are generated which are shown in

Fig. 5.14. In this experiment, we have considered the original im@geof (256 x 256) =

65, 536 bytes. After image interpolation the size of cover image and stego imageés) be-

comes(511 x 511) = 2,62,121 bytes. The secret data has been considered as image of size

(382 x 254) = 7,76,224 bits which is shown in Fig.15. The quality of the original and stego
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“pq,
gl /—

(&) Airplane (511 x 511)

1

Ml - MW=
e m= -

=

.
—
 —
— SR =i
=l =n= WE:
—
—

i eEa)
=m =

[ e e 1

X

() Resolution Chart (511 x 511)

(e) Moon ( 511 x 511 )

Figure 5.14: Generated stego image after embedding (7,76,224) bits in IRDHWM
image are assessed by the Peak Signal to Noise R@8@VR). The experimental results in

terms of PSNR are shown in Takiler. Higher values of PSNR between two images indicate

better quality and low PSNR demonstrates the opposite.

To calculate payload in terms of bits per pixel (bpp), following equation (5.9) has been used.

(5] D) x (5] 1) x 48
- (2M —1)(2N — 1) ’ (5.9)

here,M = 256, N = 256, and payloag = 2.96 (bpp).

Comparisons with other existing schemes are listed in TaBleThe PSNR of Ni et al.’s [51]
scheme i$0.88 (dB) which is7.09 (dB) less and payload is11 (bpp) which is1.85 units less
than IRDHWM scheme. Both PSNR and payload of IRDHWM scheme are higher than other
existing schemes shown in Table8. Average PSNR of this scheme d%.97 (dB) which is
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Table 5.7: PSNR (dB) of stego image with data embedding capacity in IRDHWM

PSNR (dB) with data hiding capacity (bits)

Image | Capacity(bits) | PSNR | Avg. PSNR
2,60,096 40.85

Lena 5,60,000 37.24 | 37.97
7,76,224 35.80
2,60,096 40.87

Moon Surface| 5,60,000 37.24 | 37.97
7,76,224 35.81
2,60,096 40.83

Arial 5,60,000 37.24 | 37.96
7,76,224 35.8
2,60,096 40.82

Airplane 5,60,000 37.24 | 37.96
7,76,224 35.81
2,60,096 40.85

Clock 5,60,000 37.23 | 37.96
7,76,224 35.8
2,60,096 40.85

Resolution 5,60,000 37.41 | 38.02
7,76,224 35.81
2,60,096 40.86

Chemical 5,60,000 37.24 | 37.97
7,76,224 35.81

Table 5.8: Comparisons with other existing schemes

Scheme Average PSNR (dB)| Payload (bpp)
Nietal’s[51] | 30.88 1.11
Jung etal’s [26]| 33.24 0.96
Leeetal’s[38] | 33.79 1.59
Tang et al. [57] | 33.85 1.79
IRDHWM 37.97 2.96

more than existing weighted matrix and interpolation based data hiding schemes which guaran-
tees good visual quality. The payload is very high compared to other existing schemes and it is
2.96 (bpp). To enhance security, weighted matrix has been updatedxuigomgach new block

wherex is a shared secret key.
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(a) Cameraman (256 x 256 ) pixel

Figure 5.15: Image cameraman treated as secret information in IRDHWM

5.3.5 Steganalysis and Steganographic Attacks

Steganalysis is an art of discouraging covert communications. Its basic requirement is to deter-
mine accurately whether a secret message is hidden in the testing medium or not. To estimate
the presence of secret message one has to test stego images through different steganalysis tech-
niques. The perceptibility of the proposed scheme have been assessed through various stegano-

graphic attacks including Jeremiah J. Harmsena’s Histogram attack, and Brute Force Attack.

5.3.5.1 RS Analysis

In this scheme, stego images are analyzed through RS analysis and results are shown in Table
5.9. Itis observed from the table that the value&gf andR_,,, Sy andS_,, are nearly equal.
ThusruleR,; = R_,; andS,; = S_,, is satisfied for the stego image. So, the method is secure
against RS attack. In this experiment, the ratidRodnd S lies betweer.0034 to 0.0065 for

the lena stego image. Other values are shown in the Tahle

5.3.5.2 Relative Entropy

The relative entropy has been calculated and shown in Table 5.10. From this table, it is observed
that after embedding 776224 bits secret data within lena image, the relative entropy b&tween
andsS are 7.4429 and 7.4622 respectively. The difference is 0.0193 unit which is nearer to zero

indicating good results.
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Table 5.9: RS analysis of stego image of IRDHWM

Image Secret data (bits) RS values of stego image
Ry R_p | Su S_wm RS value
260096 22838 | 22763 | 11743 | 11701 | 0.0034
Lena 560000 22356 | 22119 | 15041 | 15058 | 0.0068
776224 21788 | 21641 | 17258 | 17366 | 0.0065
260096 24051 | 24169 | 14628 | 14503 | 0.0063
Moon Surface| 560000 23503 | 23543 | 16833 | 16883 | 0.0022
776224 22934 | 22942 | 18381 | 18376 | 0.0010
260096 19801 | 19465 | 11506 | 11618 | 0.0043
Avrial 560000 20192 | 19788 | 14115 | 14337 | 0.0182
776224 19978 | 20124 | 15995 | 16097 | 0.0069
260096 33190 | 33666 | 8359 | 8190 | 0.0155
Airplane 560000 28070 | 28319 | 14078 | 13951 | 0.0089
776224 23202 | 23765 | 18698 | 16231 | 0.0246
260096 29089 | 29541 | 9901 | 9843 | 0.0131
Clock 560000 24499 | 24522 | 15302 | 15323 | 0.0011
776224 22998 | 22738 | 18032 | 18298 | 0.0128

Table 5.10: Relative entropy between original image and stego image in IRDHWM

Image Data(bits) | Entropy () | Entropy (S) | Entropy Difference
260096 7.4380 0.0049
Lena 560000 7.4429 7.4524 0.0009
776224 7.4622 0.0193
260096 6.6866 0.0114
Moon surface| 560000 6.6752 6.6967 0.0215
776224 6.7044 0.0292
260096 7.2985 0.0003
Arial 560000 7.2988 7.3091 0.0103
776224 7.3185 0.0197
260096 6.4624 0.0056
Airplane 560000 6.4568 6.5419 0.0851
776224 6.6587 0.2019
260096 6.7566 0.0562
Clock 560000 6.7004 6.9253 0.2249
776224 6.9484 0.248

5.3.5.3 Statistical Analysis

The SD ¢) of before and after data embedding and G ¢f cover and stego images are
summarized in Tablé.11. From the table 5.11, it is seen that there is no substantial divergence

between the standard deviation of the cover image and the stego image. This study shows that
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Table 5.11: Experimental results of SB)(@nd CC p) of IRDHWM

Image SD(o) CC (p)
Image | | Stegolmage S| &S
Lena 47.8255 | 47.3553 0.9823
Moon Surface| 27.1998 | 27.4773 0.9895
Arial 45.0844 | 44.1284 0.9686
Airplane 32.0451 | 32.3063 0.9924
Clock 57.3003 | 57.4202 0.9976

the magnitude of change in stego image based on image parameters is small from a cover image.

Since the image parameters have not changed much, the method offers good concealment of

data and reduces the chance of the secret data being detected. Thus, it indicates a perfectly

secure steganographic scheme.

5.3.5.4 Histogram Attack

r%’

(a) Original image (I) (Lena.png)

Ralll
BRI
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- |“|
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(c) Histogram of stego image S
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(b) Histogram of (I)

(d) Difference histogram (I & S)

Figure 5.16: Histogram of original image, stego image and their difference in IRDHWM

The histogram of the cover and stego image and their difference histogram has been depicted
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on Fig.5.16. The stego image is produced from cover image employing maximum data hiding.

It is observed that the shape of the histogram is preserved after embedding huge secret data.
Histogram of cover image is representedhashereas histogram of stego image is represented
ash’. The change of histogram can be measure®py= 32" |h., — h,,|. The difference of

the histogram is very small. It is observed that, bins close to zero are more in number and the
bins which are away from zero are less in number. This confirms that the quality of the stego
image is preserved. There is no step pattern observed which ensures that the proposed method

is robust against histogram analysis.

5.3.5.5 Brute Force Attack

The IRDHWM scheme protects secret data by embedding only position ¢aluevithin dual

stego images but it does not embed actual secret data. The weighted matrix is updated for each
new block using secret key. The strategy is secure to prevent possible malicious attacks.
The Fig. 5.17 shows the revelation example where wrong key and wrong weighted matrix are
used to revels the hidden message. If the malicious attacker holds the original image and stego
image and is fully aware about the scheme, the hidden message still cannot be correctly revealed
without knowing the correct secret key and correct weighted matrix. For example} Fig.

shows stego image derived from Lena image using correct weighted matrix and secret key which
are different from that used to construct without knowing the weighted matrix and secret key.
The result indicates that the attacker only acquires noise like image when applying incorrect
weighted matrix and secret key to reveal the hidden message. Furthermore, the attacker may
employ the brute force attack that tries all possible permutation to reveal the hidden message.
Maximum possible weighted matrix to embedits data length in each block afer—! + 1)!,

using (M x N) original matrix and partitioned3 x 3) blocks. Total number of blocks are

(M/3 x N/3) and each block uses unique weighted matrix. So, the number of required trials to
reveal the hidden message &&'+1)!x (M/3 x N/3). Inthis scheme, fof256 x 256) image

with » = 4, number of trials will be 3, 62, 880) x 7, 225 which is computationally infeasible for
current computers. The IRDHWM scheme achieves stronger robustness against several attacks
when compared with existing data hiding schemes. Furthermore, the secret information can
be retrieved without encountering any loss of data and the original image can be successfully

recovered from the stego image with valid keys and weighted matrix.
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1 2 3
4 0 5
6 7 8

(b) Weighted matrix (W)
(a) Secret data as image

=13 ¥ v
(110 x 200) pixel
(c) Original image T
(256 x 256)

.

5 2 6
3 7 1
4 8 0

(e) Wrong weighted matrix (W)
=19

(d) Stego image 5
(511 x 511)

(f) Neoise like secret image

Figure 5.17: Result of Brute Force Attack in IRDHWM
5.4 Interpolated Dual Image based RDH using Weighted Ma-

trix IDRDHWM) 10

In this section, a new weighted matrix based reversible data hiding scheme has been proposed
using interpolated dual image. The scheme has been divided into two stages. At the first stage,
Modular sum of entry-wise-multiplication operation has been performed with each element of
original image block and weighted matrix. The data embedding position is identified by the
subtraction between the r-bits secret data unit and modular sum. Then store this positional
value by updating the original pixel and distribute these original and stego pixel within dual
stego image depending on a shared secretkdyepeat the embedding process nine times to

embed thirty- six bits at this stage for a single block. In the next stage, interpolate the dual

pyplished in the proceedings of the International Conference on Computers and Management (ICCM-2015),
Jaipur, Rajasthan, December 16-17, 2015, with AteEfficient Weighted Matrix based Reversible Data Hiding

Scheme
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stego image and store more positional value by updating the interpolated pixel value. Repeat
the embedding process twenty four times to embed ninety six bits secret data within each pixel
block of interpolated dual image at this stage. After hiding one hundred and thirty-two bits
secret data within one block of dual image we update the weighted matrix.-thoblock
(:=1,2,..., N, whereNg is the number of block), the weighted mat¥ix_ ; can be updated

asW;1 = (W, x k—1) mod 9,whereged (k,9) = 1 andx is a shared secret key.

In the extraction process, first extract the positional value from interpolated dual image and
then recover the original data by performing modular sum of entry-wise- multiplication between
weighted matrix and original pixel block. Again rearrange the pixel using shared sdovet
dual image and perform the same extraction operation thirty-three times and extract one hundred
thirty-two bits secret data from only one single pixel block of dual image. The IDRDHWM
scheme provides average embedding paybétibits per pixel (bpp) with good visual quality
measured by peak signal to noise ratio (PSNR) greater3h&iB). The method provides high

payload and good visual quality than other existing schemes.

5.4.1 Data Embedding Process

The block diagram of data embedding process is shown in Fig 5.18. The secret message is
partitioned into three sections or one can hide three different messages in this scheme. Consider
D is the secret message which is divided into three partd), andDs. Dy = dy,ds, ..., d,;

length of 01) = (M x N); Dy = dyi1,dyy2, ..., dy; length of O2) = (y — (z + 1)) +

1= (%3 - 1) (W) — 1) x 12 and Dy = dyy1,dyya, -, d; length of (D3) =
(z—(+1)+ 1= (%5 — 1) x (5] — 1) x 12, whered; = 4 bits decimal value

and: = 1,2,...,z; B =image block size. The algorithm for data embedding in Stage 1 is

described in Algorithm 1717, D,, W, &, k), where! is the original image and); is the first
part of secret data unib. The corresponding numerical illustration regardifg unit data
embedding of Stage 1 is shown in Fig. 5.19. The embedding process are divided in two stages.
In each stage data bits are embedded through modular sum opesétibh{ B; ® W) with
(3 x 3) image blockB; and (3 x 3) predefined weighted matri¥” for i = 1,2,3,..., Np,

whereNp is the number of block. After that apply the following equation
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Cover Image (I)
of size (M x N)

Algorithm 17 (I, D; W, £, k)
Dual

5:1."'; S5A
M x N) (M x N)

Ty, -

Algorithm 18 (5M, Ds, W, x) T Algorithm 18 (5A, D3, W, x)

Message D = Dy + Dy + D3

Stage 1

Stage 2 (SM, Dj) Interpolation (S5A, D3)

SMT 5A"
(2M-1 x 2N-1) (2M-1 x 2N-1)

Figure 5.18: Schematic diagram of data embedding process in IDRDHWM

and we get the data embedding positierusing equation (5.10). The pixel in the cover image

is incremented or decremented by one depending on the positive or negative sign of position
valuepv. Thepv has been stored by adding or subtracting with existing pixel. Keep original
pixel in one image and stego pixel in another image depending @ a result, the receiver

can retrieve thev by simple subtracting two same location pixel from dual image depending
oné. Again we applySUM (B; ® W) mod 2" and store anothen within dual image. Repeat

this operation nine times to embed thirty-six bits secret data within a block.

To enhance the embedding capacity (payload), again we consider two stego Fidgesd
SA and apply Stage 2 embedding process. Enlarge the stego images using equation (5.6) by
considering SM or SA as image, « v) and generate cover image@gair—1)x2n—1))- S0, the
SM' is generated fron$ M using interpolation and A’ is generated frons A. Now, calculate
SUM(B; ® W) mod 2", whereB; is the (3 x 3) pixel block of SM. Computepv using
equation (5.10) and then store it within interpolated im&gé and updated stego image\/”
is produced. In this way, embed the next part of original secret Bataithin SM" using
Algorithm 18 (SM', D,, W, k) and last part of secret dafa; is embedded withirs A” using
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Algorithm (I, D1, W, &, k)

Input: Original Imagel(;  ny, DataD = {D1, D2, D3 }, Weighted matri¥V 3 3, Two shared secret keyands;
Output: Two stego images M arx ny andSA s nys

Initialize : Dcount = Kcount=1;sq=3;SM =1, SA =1,W11 =W,

Step 1

for (p=1to (M/sq)) do

for (¢ =1to (N/sq)) do

Bpq(3 x 3) — I(mrxny:

for (i = (sq* (p — 1))+1 to (sq * p)) do

for (j = (sg* (¢ — 1)) + 1to(sq*q)) do
SUM = Bpq @ Wy

val = SUM (mod16); pv = (D peount - val);
if (pv > 0) then
if (pv > 8)then
pv = (16 —pv);e = —1;
else

else
if (pv < -8)then

‘ pv = abs(16 + pv); e = 1;
else

‘ pv = abs(pv); e = —1;

end

end
Bpg(z,y) = Bpg(z,y) + €;if Wpq(z,y) = pv, wherex =1, 2, 3andy =1, 2, 3;
Po=Ipxny(8,3); Pn=Iarxny (6, 5) + (pv X e);
if (§(Kcount) = 1) then

| SMxny(i,5) = Poy SA(mxny (i, §) = Paj
else

| SMarxny(i:3) = Pni SArxny (3,5) = Po;
end
Dcount = Dcount + 1; Kcount = Kcount + 1;
if (Kcount > length(§)) then Kcount = 1;
if (Dcount > length(D1)) then gotoStep 2

end

end
Wpg+1 = (Wpq X k — 1)(mod9), whereged(x, 9) = 1;

end
end

Step 2 ProducedSM s« vy andSA a7 vy dual stego images;

Algorithm 17: Data embedding process of Stage 1 in IDRDHWM

the Algorithm 18(SA’, D5, W, k) The corresponding numerical example is shown in Fig. 5.20.

Finally, two stego imag&€ M~ andSA" are generated which contain a good amount of secret
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Consider (3 x 3) == _|.|- == = =
blacks of original : 10| 12 I4|!J.’6 21 | 25 |, 1 12| 3
image (1) | 16 | 18 | 221,28 [ 30 | 33 |, 410
5*:‘32‘ 3‘?{?“:‘“ key() | 20| 27| 30124 | 27| 35 | 61718
- “Block 8, “@ _sro_ck-sg_l (b)Wetghted Matric (W)
Secret data D,= "1001 1100 0010 1110 0111 0001 1001 1110 Q011
10 12| 14 112
sum| |16 |18 22| & | 4| O | 9| |-799mod16)= 15 (val)
20 | 27| 30 61718
B, W,

Take 4 bits secret data from D, = 1001. Decimal of Dy (dec) = 9;

The positional value (pv) = (dec -val) = (9-15)=-6 > -8

Now, decrease the value by one in I; [3,1]= 20 -1 =19, Since, W [3, 1] = [pv] = 6
The key (£) = 1, 5o, store the original pixel (P, = 10) in stego image SM

and new pixel (P, = 10+ pv) = 4 in stego image SA.

Repeat nine times for each block and we get

10| 15|14 |16 | 21| 25 4 (12|20 16| 21| 25

1218|2228 |30| 33 16 | 11 |16 |28 | 30| 33

2032|3024 |27 | 35 28| 273524 | 27| 35
(c) Stego image SM (d) Stego image SA

Two stego images SM and S5A are produced

Figure 5.19: Numerical example of data embedding process of Stage 1 in IDRDHWM

data which has been calculated(@y x N) ><4+2(([(M“)j 1) x (L(gf |—1)x48) bits. The

proposed scheme achieyd7 (bpp) payload. In addition, security vulnerability exists because

an attacker may guess the form of weighted matrix using brute-force attack. In order to enhance
the security, weighted matrid’;, ; has been changed after every nine operations in Stage 1 and
every twelve operation in Stage 2 using the formilg; = (W; x k — 1) mod 9, where

ged (k,9) =1landi =1,2,..., Ng, Ng is the number of blocks.

5.4.2 Data Extraction Process

Two stage data extraction has been performed in this scheme. At first, extract seciiet data
andDs from the dual stego image)” andSA” respectively. The block diagram of extraction

process is shown in Fig. 5.21. To extrdet from SM" we use Algorithm 195, W, , Dien),
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Algorithm (I, D, W, k)

Input: Original Imagel(;  ny, DataD = {D1, D2, D3}, Weighted matri¥¥V,s 3), Shared secret key, count = 1;
Output: Stego imageS(anr—1)x (2N—1) ;

Step 1 Generate cover imag€as_1)x (2n—1) Using equation (5.6) froni ;. ny ands = C;

Step 2 Partition 5« ) into (3 x 3) overlapping blocks ;

Step 3: W11 = W; Brow = Lgﬂj —1; Beol = ngj -1

for p = 1 to Brow do

for ¢ = 1 to Beol do

Bpq(3 x 3) <= Iarx nys Wheresg = 3;

if (p # Brow & q # Beol) then sqr = (2 x (sq — 1) x p); sqe = (2 X (sqg — 1) X q);

if (p # Brow & ¢ = Beol) then sqr = (2 X (sq — 1) X p); sgc = (2 X (sq — 1) x q) + 1;

if (p = Brow & q # Bceol)then sqr = (2 X (sq — 1) x p) + 1; sqgc = (2 X (sq — 1) x q);

if (p = Brow & q = Beol)then sqr = (2 x (sq—1) xp) +1;sqc = (2 x (sq—1) x q) + 1;
fori = (2 x (sq—1) x (p — 1)) to sqrdo

for j = (2 x (s¢q — 1) x (¢ — 1)) to sqcdo

if (¢ mod 2=0)or(j mod 2=0))then

if (count < length(D)) then
SUM = Bpg ® Wpq;

dec = BCD(Dcount); val = SUM (mod 16); pv = dec — val;
if (pv > 0) then
if (Pv > 8)then pv = (16 -pv); e =-1;

elsee =1;

end

if (pv < 0)then

if (pv < - 8)then pv = abs(16 +pv); e = 1;

elsepv = abspv); e =-1,;

end

Bpg(z,y) = Bpg(z,y) + e if Wpq(z,y) =pv, wherez =1, 2,3andy =1, 2, 3;

Spq(%,7) = Cpq(i,7) + (pv X €); count = count + 1;
else
| gotoStep 4

end

end

end

end

Wpg+1 = (Wpq X k — 1) mod 9, whereged(x, 9) = 1;

end

end

Step 4 Produced stego imag®ns—1)x (2n—1)
Step 5 End.

Algorithm 18: Data embedding process of Stage 2 in IDRDHWM

whereDlen is the length of the secret dai, and parametef = SM". Then call Algorithm
19 (S, W, k, Dlen) with the parametef = SA” to extractD;. The corresponding numerical
example is shown in Fig. 5.22. To calculate the interpolation valugo), equation (5.7) has

been used.
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Algorithm ( S, W, k, Dlen)

Input: Stego ImageS(anr—1) x (25 —1); Weighted matrixi¥s 3y; Shared secret key,

count = 1; Length of hidden data dD, and D3 separately treated @®len);
Output: Original Imagel(as ny; Secret DatdD = {D1, D2, D3};
Stepl:i=1;p=1,
while (z < (2M — 1)) do

J=lq=1

while (j < (2N — 1)) do

| I(pg)=50,5)i+2a=q+1;

end

i=i+2;p=p+1;
end
Step 2: Wy = W,
Brow = L%J —1; Beol = L%J -1
for p = 1 to Brow do
for ¢ = 1 to Bcol do
Bpq(3 x 3) <= Iarx ny; Wheresq = 3;

fori=(2 x (sq—1) x (p — 1)) tosqrdo

for j=(2 x (sq — 1) x (¢ — 1)) to sqcdo

if (¢ mod 2=0)or(j; mod 2=0))then
if (counk Dlen)then

if (Inpo < S(4,7)) then

| pv=5(,7)— Inpoje =1,
else

| pv=Inpo—5(ij)e=—1;
end

else
| gotoStep 3

end

end

end

end

Wpg+1 = (Wpq X k) mod 9), whereged(k,9) = 1;
end

end
Step 3 Produced 5 vy and DataD = { D1, D2, D3}
Step 4 End.

if (p # Brow & q # Bceol)thensqr = (2 X (sq — 1) X p); sqe = (2 X (sq — 1) X q);

if (p # Brow & ¢ = Beol)then sqr = (2 X (sq — 1) X p); sgc = (2 X (sq — 1) x q) + 1;

if (p = Brow & q # Bceol)then sqr = (2 X (sq — 1) x p) + 1; sqgc = (2 X (sq — 1) X q);

if (p = Brow & q = Beol)then sqr = (2 X (sq—1) xp) +1;sqc = (2 x (sq— 1) x ¢) + 1;

calculate [npo) using equation (5.7) at locatidd, j) with the help ofS(aar 1) x (28 —1)

if pv # 0then Bpq(x,y) = Bpq(x,y) + €; if Wyq(x,y) = pv, wherex =1,2,3 andy = 1,2,3;
SUM = Bpq ® Wpq; Deount = SUM (mod 16); count = count + 1;

Algorithm 19: Data extraction process of Stage 2 in IDRDHWM
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(a) SM (c)Weighted Matrix (W)
10| 15| 14 1 2 3
12| 18 | 22 4 0 5
20| 32| 30 6 7 8
(b) SA Consider secret data D, and D4
D, = "0010 0101 0011 0100 0111 1010
4 | 12 1011 1100 1001 0111 1000 0011"
16 | 11 by = "0111 0101 0011 0100 0001 1001
28 | 27 1010 1110 1111 1100 1101 1010 "
From SM:
10| 15| 14 1 2 3
SUM 12|18l2z2| ® | 4| 0| 5 = 824 (mod 16) = 8 (val)
20| 32| 30 & 7 8
5%

Consider 4 bits (0010) from D, dec = 2; pv :J(dec -val)= -6 >=-8;
Decrease one bits in SM [3, 1], that is, 20 -1=15;

then decrease SM' [1, 2] by 6, that is 12 - 6 = 6.
In this way, secret data D; are embedded in stego image SM"".

From SA:
4 | 12| 20 1| 2] 3
SUM |l 4]0 - 869 (mod 16) = 5 (val)
28 | 27| 35 6| 7| 8
W,

Consider 4 bits (0111) from Dg; dec = 7 pv :J(dec -val)=2 <= 8
Increase one bits in 5SA [1, 2] that is12+1=13;

then increase in SA' [1, 2] by 2, that is 8 + 2 = 10.

In this way, secret data D3 are embedded in stego image 5A"".

Stego SM"'

Figure 5.20: Numerical example of data embedding process of Stage 2 in IDRDHWM

Finally, using Algorithm 20(SM, SA, W, Dlen, &, k), whereSM = SM', andSA =

SA"), dataD; has been extracted and original image is recovered. The entire secret message
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SM  om o1 x2r-1)
Stage— 2}

L=

SA" oMot x2m- 1)

-~

D, = Algorithm 19

Dg = Algorithm 19

(SM*",W.x, Dlen) ‘

SM’ A 2 M)

! , W, &, Dilen)

SA M x M

Sta ge—

Dy = Algarithm 20
(SM', SA', W, Dlen, & &) Message D = Dy +

Cover Image (I°)
(M x N)

Figure 5.21: Schematic diagram of data extraction process in IDRDHWM

(D1, Dy and Ds) is extracted successfully. The corresponding numerical example is shown in

Fig. 5.23. The proposed scheme improves the data embedding capacity and achieves reversibil-

ity.

5.4.3 Overflow and Underflow Control

Overflow will be occur when the updated pixel value exceed the range of the gray value, that is
255. Underflow may be caused when updated pixel show any negative values after subtraction
the pv. To overcome these overflow and underflow problem it is possible to adjust pixel value
before data embedding. The new pixél,) is generated by adding or subtractipg with

original pixel (P,). Now, storeP, pixel in one image and®, in another image depending gn
So, P, never falls on overflow or underflow situation kgt may falls in overflow or underflow
situation. For example, considé&, = 248,pv = 8 ande = 1, thenP, = P, 4+ pv = (248 + 8) =

256, which is greater than the maximum gray level 255. So, overflow situation arises. Similarly,
6,pv =7 ande = -1, thenP,, = P, —pv = (6 — 7)

0 which means underflow occurs. To overcome this overflow-underflow situation, &tjjast

considerP, = = —1, which is less than
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Algorithm (SM, SA, W, Dlen, £, k)

"

Input: Two stego imagtSM(MxN) (MxN)
key ¢ andk;
Output: Cover Imagel/ DataD = {D1, D2, D3};

Initialize : Dcount = Kcount = 1; sq = 3; DM is a matrix hold thepv value;I’ = SM”; Wi =W,

Step 1
for (p = 1to (M/sq)) do

for (¢ = 1 to (N/sq)) do

for (i = (sq * (p— 1)) + 1 to (sq * p)) do

for (j = (sq x (¢ — 1)) + 1 to (sq * q)) do

end

end

Step 2
for (p = 1 to (M/sq)) do
for (¢ =1 to (N/sq))do

end

Step 3 ProducedIZMXm

end

end

Bpg(3x3) =1

end

(MxN)

if (£(Kcount) = 1) then

| Po=SMyy, 5y (6:3)i P = SA ) (559); Ty (05 3) = Poi

else
‘ Po=SA{ ny (6); P = SM o (6,9); T (i, §) = Po;
end

D Mpq(i, §)=(Prn — Po);

Kcount = Kcount + 1;
if (Kcount > length(£)) then

end

Kcount = 1;

/ .
(MXN)’

for (i = (sqg* (p — 1)) + 1 to (sq * p)) do
for (j = (sq* (g — 1)) + 1 to (sq * q)) do

end

end

if (DM pq(i,7) > 0)thenpv=DMpq(i,5); e =1,
if (DM pq(i,7) < 0)thenpv =abs(DM pq(i,7)); e=-1,

Bpq(z,y) = Bpg(z,y) + elif Wye(x,y) =pv, wherex =1, 2, 3andy =1, 2, 3;

SUM = Bpq @ Whpq;
D' ount = SUM (mod 16); pv = Dpeount - val;
Dcount = Dcount + 1; if (Dcount > Dlen) then gotoStep 3

Wpg+1 = Wpq X k (mod 9), whereged(k, 9) = 1;

andD = {D17 DQ, Dg};

Algorithm 20: Data extraction process of Stage 1 in IDRDHWM
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10| 6|15|17]| 14 (a) SM'
9 (14| 19| 20| 18 10| 15| 14
Stego SM™ [ 1o V16| 18| 21| 22— wf 12 | 18| 22
13| 20| 26| 20| 26 20 | 32| 30
20l 26| 32| 31| 30
4 10| 12 | 14| 20 (b) SA'
8| 11| 8 |2z]| 18 4 | 12| 20
Stego SA"' | 16 | 14| 11 | 17| 16 ———w{ 16 | 11 | 16
23|17| 20| 19| 25 28 | 27| 35
28lar| 27| 31| 35

The interpolate value = 12 at SM''[1, 2], The differenced=5M""[1,2] -12 = -6>= -8
So, decrease 1 at SM' [3, 1] thatis 20-1= 19

Then performed entry wise multiplication with weighted matrix W.

10| 15] 14 1| 2] 3
sum | 72 T8l 221 ® [ 4| o] 5| |=818(mod16)=2(Data)
19 | 32| 30 6| 7| 8

In this way, all secret data is retrieved from stego SM"".
Data D, = "0010 0101 0011 0100 0111 1010 1011 1100 1001 0111 1000 0011"

The interpolate value = 8 at SA'" [1,2]: The differenced = 5A""[1,2]-8 =2+ &
So, increase 1at SA' [2, 1] that is12+1=13.

Then performed entry wise multiplication with weighted matrix W.

4 13 | 20 1 2 3
28 | 27| 35 6 7 8

In this way, all secret data is retrieved from 5A"" .
Data Dg= "0111 0101 0011 0100 0001 1001 1010 1110 1111 1100 1101 1010"

Figure 5.22: Numerical example of data extraction process of Stage 2 in IDRDHWM

follows:

247+ (pv x e), if P, > 247
P,=4 8+ (pvxe), ifP, <8 (5.11)

P,+ (pv x e), otherwise
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—-— mm mm
— = =

20| 3230124 | 27| 35 28| 27| 35124 | 27| 35

Tl = = = = Ve o= = = - ' NS — b———— '
Block 1 Block 2 Block 1 Block 2
(a) Stego image SM’ (b) Stego image SA’

Key (&) =101011101
Since £=1, the original value is retrieve from Block 1 of SM and modified value
is retrieved from the Block 1 from SA. S0, P, = 10and Po=4and pv = 4-10 = -6
Again x = 0. S0, Py=12 and P, = 15and pv=15-12 = 3. In this way,
original image block ( I') and a new image matrix (NI) has been generated.

10| 12| 14 4 | 15| 20

16 18 22 12 i1 16

20 27 30 28 32 35
I, NI,

From the difference between NI and I'y, pvwill be (-6, 3, 6,4, -7,-6,8, 5, 5)
Now, decrease at I';(3, 1) by 1, since W, (3,1) = | -6 | and then find sum.

012 14 o L 793 (mod 16) = 9(data)
0 5 =/ ma ) = Flaata
SUM 16|18|22| ®
19| 27| 30 6| 718
I, W,

Apply Sum operation 9 times on I’y and each time modify pixel

at the location of pv. In this way, all secret data are extracted.
Data (D) ="1001 1100 0010 1110 0111 0001 1001 1110 0011"

1011211416 | 21| 25
16 | 18 | 22| 28| 30 | 33
20| 27|30 | 24| 27| 35

(c) Original Image I

Figure 5.23: Numerical example of data extraction process of Stage 1 in IDRDHWM

The receiver can easily founfd, and P,, by using the key. During extraction opv follow the

equation in case of overflow and underflow situation.

P, —247, if P, > 247
pr=14 P, -8, if P, <8 (5.12)

P, — P, otherwise

243



5.4 Interpolated Dual Image based RDH using WM RDH using Weighted Matrix

(a) Camera Man(256 x 256)b) House(256 x 256)  (c) Jet Plane(256 x 256) (d) Lake(256 x 256)

(e) Lena(256 x 256)  (f) wang Room(256 X 2561’9} Peppers (256 x256) (h) Pirate(256 x 56)

- : T o, {1"
(m) Boat(256 x 256)  (p) Baboon(256 x 256) (q) Gold-Hill(256 x 256)  (r) Ze.fda(256 x 256)

Figure 5.24: Standard cover images are used in IDRDHWM of sizex(256)
5.4.4 Experimental Results and Comparisons

The developed algorithms: data embedding and extraction are implemented in MATLAB Ver-
sion 7.6.0.324 (R2008a). Here, the distortion is assessed by means of two factors namely, Mean
Square Erro(M SE) and Peak Signal to Noise Rati@ SN R). The number of bits are em-
bedded in Stage 1 which are calculated by the following formula.

M N 9
A
U X — X (B* xr), (5.13)

where, M and N represent the size of the input imageepresents the number of bits which
are to be hidden by each operatidhjs the block size. Again number of bits are embedded in
Stage 2 are calculated by

(N+1)
mJ —1) x Q(B—I)J

—1) x 12 (5.14)
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5.4 Interpolated Dual Image based RDH using WM

: \
(a) Cameraman (SM)
- —

t t

(m) Peppers (SM)

(n) Peppers (SA)

h) Le(sA'j'

F | ul;
"“:-'_'1;" ji"'_ .I ;

(o) Pirate(s M_} (p) Pirate( SA)

Figure 5.25: Generated stego images of size (6BIL1) in IDRDHWM
Now, total number of bits embedded within interpolated dual stego imagé’ arel”. The

payload has been calculated using the following equation.

T+v) (5.15)

P=Ssx @M —1)x 2N —1)’
ConsiderM = 256, N = 256, r = 4 ands = 2. So,p = 3.46 (bpp). The input images which

are used for this experiment are shown in Fig. 5.24. After embedding 18,12,544 secret bits dual

stego images are generated which are shown in Fig. 5.25.

The analysis in terms of PSNR of cover image and stego image shows reasonable good results
which is shown in Tablé.12. Higher the values of PSNR between two images, better the quality
of the stego image and very similar to the cover image where as low PSNR demonstrates the

opposite. The Table 5.13 presents the comparison of the proposed method with existing dual
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Table 5.12: PSNR (dB) of stego images after embedding secret data through IDRDHWM

Input Image Capacity | PSNR PSNR Average
(1(256 x 256)) | Bits (IvsSM) | (Ivs SA) | PSNR
1248000 | 36.25 36.35
1380096 | 35.51 35.66
Cameraman 35.46
1680448 | 35.05 35.19
1812544 | 34.52 34.67
1248000 | 36.27 36.30
1380096 | 35.52 35.64
Lena 35.39
1680448 | 35.03 35.16
1812544 | 34.51 34.67
1248000 | 36.27 36.32
1380096 | 35.51 35.67
Peppers gray 35.40
1680448 | 35.07 35.11
1812544 | 34.58 34.67
1248000 | 36.24 36.30
1380096 | 35.51 35.64
Pirate 35.38
1680448 | 35.02 35.19
1812544 | 34.53 34.61
1248000 | 36.23 36.31
1380096 | 35.52 35.64
Tiffany 35.38
1680448 | 35.04 35.15
1812544 | 34.51 34.63
1248000 | 36.26 36.34
) 1380096 | 35.59 35.62
Little leady 35.40
1680448 | 35.03 35.18
1812544 | 34.52 34.68
1248000 | 36.27 36.37
1380096 | 35.52 35.61
Boat 35.39
1680448 | 35.01 35.15
1812544 | 34.57 34.61
1248000 | 36.28 36.31
1380096 | 35.54 35.60
Baboon 35.38
1680448 | 35.00 35.13
1812544 | 34.50 34.68
1248000 | 36.26 36.32
1380096 | 35.57 35.62
Gold Hill 35.39
1680448 | 35.01 35.15
1812544 | 34.51 34.65
1248000 | 36.22 36.30
1380096 | 35.56 35.67
Zelda 35.37
1680448 | 35.04 35.11
1812544 | 34.53 34.63
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based schemes. Itis observed that the average PSNR of the stego images of IDRDHWM method
is around 35 (dB) and payload is 3.46 (bpp). The payload of dual image based scheme proposed
by Chang et al. [10] achieves 1.53 (bpp) only. The payload of proposed scheme is higher than
the existing scheme proposed by Chang et al.’s [5] [6], Lee et al.'s [34] and Chang et al. [10],
Qin etal. [52] and Lu et al. [45]. So, in terms of payload IDRDHWM method is extremely high
(3.46 bpp) compared to 1 (bpp) of existing schemes but the PSNR s slightly dropped because
of the high payload.

5.4.5 Steganalysis and Steganographic Attacks

Here, steganalysis has been performed through the RS analysis and statistical analysis. The

results of relative entropy, Histogram Attack and Brute Force Attack are presented below.

5.4.5.1 RS analysis

The results of RS analysis has been given in Table 5.14 and 5.15. It is observed that the values
of Ry andR_,;, S); andS_,, are nearly equal. Thus rule,; = R_,; andS,; = S_,, are
satisfied for the stego image in this scheme. So, the proposed method is secure against RS

attack.

5.4.5.2 Relative Entropy

Relative entropy values are listed in Table 5.16. Here, difference column shows the difference
of relative entropy between original image and stego image. The entropy difference belongs to

0.001 to 0.1 which is very small.

5.4.5.3 Statistical Analysis

The security of the proposed scheme has been analyzed using various known attacks. The SD
(o) of before and after data embedding and QL df cover and stego images are calculated
and summarized in Table17. It is observed that there is no significant difference between
the standard deviation of the cover image and the stego images. This study shows that the
magnitude of change in stego images based on image parameters is small from a cover image.

Since the image parameters have not changed much, the method offers a good concealment of
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Table 5.13: Comparison of IDRDHWM scheme with existing methods

Methods Measure Images
Lena | Peppers| Boat | Goldhill | Zelda
PSNR(1) 45.12 | 45.14 45.12 | 45.13 45.13
PSNR(2) 45.13 | 45.15 45.13 | 45.14 45.11
Chang et al. [5]
Avg. PSNR 45.13 | 45.15 4513 | 45.14 45.12
Payload (bpp) | 1 0.99 1 1 0.99
PSNR(1) 48.13 | 48.11 48.13 | 48.13 48.15
PSNR(2) 48.14 | 48.14 48.12 | 48.15 48.13
Chang et al. [6]
Avg. PSNR 48.14 | 48.13 48.13 | 48.14 48.14
Payload (bpp) | 1 1 1 1 1
PSNR(1) 51.14 | 51.14 51.14 | 51.14 51.14
PSNR(2) 54.16 | 54.17 54.16 | 54.16 54.17
Lee et al. [36]
PSNR(Avg.) | 52.65| 52.66 52.65 | 52.65 52.66
Capacity(bpp)| 0.75 0.75 0.75 | 0.75 0.75
PSNR(1) 49.76 | 49.75 49.76 | 49.77 49.77
PSNR(2) 49.56 | 49.56 49.57 | 49.57 49.58
Lee et al. [34]
Avg. PSNR 49.66 | 49.66 49.67 | 49.67 49.68
Payload (bpp) | 1.07 1.07 1.07 1.07 1.07
PSNR(1) 39.89 | 39.94 39.89 | 39.9 39.89
PSNR(2) 39.89 | 39.94 39.89 | 39.9 39.89
Chang et al. [10]
Avg. PSNR 39.89 | 39.94 39.89 | 39.9 39.89
Payload (bpp) | 1.53 | 1.52 153 | 1.53 1.53
PSNR(1) 52.11 | 51.25 51.11 | 52.11 52.06
) PSNR(2) 41.34 | 41.52 4157 | 41.34 41.57
Qin et al. [52]
Avg. PSNR 46.72 | 46.39 46.84 | 46.72 46.82
Payload (bpp) | 1.16 | 1.16 1.16 | 1.16 1.16
PSNR(1) 49.20 | 49.19 49.20 | 49.23 49.19
PSNR(2) 49.21 | 49.21 49.21 | 49.18 49.21
Lu et al. [45]
Avg. PSNR 49.21 | 49.20 49.21 | 49.21 49.20
Payload (bpp) | 1 0.99 1 1 0.99
PSNR(1) 49.89 | 49.89 49.89 | 49.90 49.89
PSNR(2) 52.90 | 52.92 52.90 | 52.90 52.88
Lu et al. [46]
Avg. PSNR 51.40 | 51.41 51.40 | 51.40 51.39
Payload (bpp)| 1 0.99 1 1 0.99
PSNR(1) 35.33 | 35.35 35.34 | 35.33 35.33
PSNR(2) 35.44 | 35.44 35.43 | 3543 35.42
IDRDHWM
Avg. PSNR) 35.38 | 35.39 35.38 | 35.38 35.37
Payload (bpp) | 3.46 | 3.46 3.46 | 3.46 3.46
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Table 5.14: RS analysis of stego image®” in IDRDHWM

"

Image Data SM

Rar R_p | Su S_m RS value
1248000 | 23623 | 23524 | 15777 | 15619 | 0.0065
1380096 | 23045 | 23369 | 16776 | 16500 | 0.0151
1680448 | 22406 | 22778 | 18072 | 17794 | 0.0161
1812544 | 22507 | 22841 | 18303 | 17817 | 0.0201
1248000 | 22169 | 22312 | 15076 | 14906 | 0.0084
1380096 | 22304 | 21925 | 15728 | 16065 | 0.0188

Cameraman

Lena 1680448 | 21221 | 21432 | 17057 | 16949 | 0.0083
1812544 | 21910 | 21855 | 17457 | 17593 | 0.0049
1248000 | 21072 | 20968 | 15922 | 15944 | 0.0034
Baboon 1380096 | 21044 | 21174 | 16341 | 16182 | 0.0077

1680448 | 21181 | 21217 | 17430 | 17452 | 0.0015
1812544 | 21215 | 21120 | 17296 | 17410 | 0.0054

Table 5.15: RS analysis of stego image$’ in IDRDHWM

1

Image Data SA

Ry R_p | Sm S_m | RSvalue
1248000 | 23834 | 23305 | 15642 | 15825 | 0.0180
1380096 | 23237 | 23120 | 16474 | 16532 | 0.0044
1680448 | 22579 | 22559 | 17891 | 17837 | 0.0018
1812544 | 22535 | 22515 | 17929 | 17940 | 0.0007
1248000 | 22399 | 22114 | 14860 | 15053 | 0.0128
1380096 | 22241 | 22140 | 15817 | 15894 | 0.0047

Cameraman

Lena 1680448 | 21610 | 21330 | 16905 | 17185 | 0.0145
1812544 | 21858 | 21896 | 17430 | 17492 | 0.0025
1248000 | 20963 | 21120 | 16036 | 15861 | 0.0090
Baboon 1380096 | 21196 | 21109 | 16211 | 16283 | 0.0043

1680448 | 20967 | 21319 | 17462 | 17273 | 0.0141
1812544 | 21267 | 21082 | 17294 | 17500 | 0.0101

data and reduces the chance of the secret data being detected. Thus, it indicates a perfectly

secure steganographic system.

5.4.5.4 Histogram Attack

Fig. 5.26 shows the original image, dual stego image and their histogram. The difference of
these Histogram is shown in Fig. 5.27. Itis observed that the shape of the histogram is preserved
after embedding 18,12,544 bits secret data. It is observed that, bins close to zero are more in

numbers and the bins which are away from zero are less in numbers. This preserve the quality

249



5.4 Interpolated Dual Image based RDH using WM RDH using Weighted Matrix

Table 5.16: Relative entropy of stego image®” andSA” in IDRDHWM

" "

Image Data SM SA
Entropy | Difference | Entropy | Difference
1248000| 7.0572 | 0.04 7.1143 | 0.0227
1380096 | 7.1220 | 0.0148 7.1143 | 0.0295
Cameraman
1680448 | 7.1547 | 0.1375 7.1458 | 0.1192
1812544 | 7.1555 | 0.1383 7.1452 | 0.128
1248000 | 7.4491 | 0.0224 7.4494 | 0.0062
L 1380096 | 7.4550 | 0.0283 7.4562 | 0.0147
ena
1680448 | 7.4653 | 0.0386 7.4622 | 0.0355
1812544 | 7.4668 | 0.0401 7.4654 | 0.0387
1248000 | 7.2393 | 0.0471 7.2394 | 0.0472
1380096 | 7.2438 | 0.0561 7.2437 | 0.0515
Baboon
1680448 | 7.2471 | 0.0549 7.2461 | 0.0539
1812544 | 7.2469 | 0.0547 7.2475 | 0.0553

Table 5.17: The result of S»f and CC p) of stego image in IDRDHWM

Image SD (o) CC ()

| SM SA I1&SM | |&SA | SM&SA
Cameraman| 61.58 | 61.70 | 61.67 | 0.9986 | 0.9988 | 0.9979
Lena 47.83 | 47.96 | 47.94 | 0.9977 | 0.9980 | 0.9957
Baboon 38.37 | 38.48 | 38.50 | 0.9965 | 0.9968 | 0.9933

of stego image. There is no step pattern observed, which ensures the proposed method is robust

against histogram attack.

5.4.5.5 Brute Force Attack

The proposed scheme protect secret information using shared secretakely:. Thex is

used to update weighted matrix for each new block &mlused to distribute the stego pixel
among dual image. We embed the positional value within stego image. The scheme is
secure from possible malicious attacks. The Fig8 shows the noise like result when wrong
weighted matrix and keys are used to reveal the hidden message. If the malicious attacker
holds the original image and stego image and is fully aware of the proposed scheme, the hidden
message still cannot be correctly revealed without knowing the correct secret key and weighted
matrix. Similarly, if the malicious attacker is fully aware about the weighted matrix of the
proposed scheme, the hidden message still cannot be correctly revealed without knowing the

correct key¢ andx. Furthermore, the attacker may employ the brute force attack that tries all
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5.4 Interpolated Dual Image based RDH using WM
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Figure 5.26: Histogram of cover and dual stego image in IDRDHWM

possible permutation to reveal the hidden message. It enhances security because the number of

attempts to reveals the secret id x N) image arg2" ' +1)! x (M /3 x N/3), wherer is the

number of bits to be embedded in each operation. Again, distribution of original and stego pixel

among two stego images has been performed depending on the bit pattern of shared sé€cret key

of length128 bits and the possible combinationséoére2'2®. The maximum possible number

of weighted matrix ar¢2"~* + 1)! x (M/3 x N/3) and2'*® combinations of is required

to retrieve secret message, which is hard to compute by any high computing machine. It is

robust against brute force attack because such huge number of attempts are computationally

impractical for current computers.
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Figure 5.27: Histogram difference of cover and dual stego image in IDRDHWM
5.5 Analysis and Discussions

The comparison of these proposed methods through weighted matrix based data hiding schemes

are shown in Table 5.18. From the table it is observed that payload of IDRDHWM is highest

among all other proposed schemes and PSNR is reasonably high. The overflow and underflow

has been controlled in these proposed schemes. All the schemes are robust and reversible.

Table 5.18: Comparison of proposed RDH schemes in terms of PSNR (dB) and Payload

Schemes Reversible/ Irreversible Single/Dual | Capacity (bits)| PSNR (dB) | Payload (bpp)
DRDHWM Reversible Dual 2,60,100 39.73 1.984
IRDHWM Reversible Single 7,74,192 37.96 2.965
IDRDHWM | Reversible Dual 18,08,484 35.39 3.462

The analysis has been performed through some steganographic analysis and attacks which
are presented in Table 5.19. In IDRDHWM, it is observed that after embedding 18,08,484
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Case-1:

Applying wrong key ;:>
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Figure 5.28: Result of Brute Force Attack in IDRDHWM
bits within cover image the corresponding RS value , Relative entropy anghC@lues are

0.0049, 0.0387 and 0.9986 respectively. It is robust against all these steganographic analysis
and attacks.

Table 5.19: Comparison of proposed RDH schemes in terms of steganalysis values

Proposed Schemeé Capacity (bits)| PSNR (dB) | RS value | Relative Entropy| CC (o) | Payload (bpp)
DRDHWM 2,60,100 39.73 0.0094 0.041 0.9901 | 1.984
IRDHWM 7,74,192 37.96 0.0065 0.0193 0.9823 | 2.965
IDRDHWM 18,08,484 35.39 0.0049 0.0387 0.9986 | 3.462
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Analysis and Discussions

In this dissertation, some new data hiding techniques have been devloped using Hamming
code, PVD, DE, EMD and Weighted matrix. Dual image and image interpolation techniques
play an important role in solving these data hiding techniques. Three core data hiding tech-

nigues are developed and described earlier.

PRDHHC deals with Hamming code based data hiding technique using shared secret key.
This is a partially reversible data hiding scheme with PSNR 50.13 (dB) and payload 0.142 (bpp).
To develop reversible data hiding scheme through Hamming code, dual image has been used
in DRDHHC. The PSNR of DRDHHC is 51.75 (dB) and payload is 0.142 (bpp). To enhance
the data hiding capacity, three LSB layers (LSB, LSB+1 and LSB+2) are used in EPRDHHC,
where PSNR is 32.14 (dB) and payload 0.426 (bpp) but the scheme is not reversible. Again in
order to achieve reversibility, dual images are used in EDRDHHC, where PSNR is 38.23 (dB)
and payload 0.426 (bpp).

The data embedding capacities of all these Hamming code based data hiding methods vary
between 0.142 to 0.426 (bpp) but security is enhanced due to the use of shared secret keys.
The keys are updated for every new block. Any arbitrary length of secret message can be
communicated through proposed Hamming code based data hiding schemes where receiver can
extract the message successfully without knowing the length of it. The quality of stego images
has been analyzed through standard steganographic analysis which obtains satisfactory results.
The experimental outcomes of steganalysis and steganographic attacks are illustrated which

shows these proposed schemes are good concealment strategies in hidden data communication.

To increase the data embedding capacity, PVD with DE is considered in PVDDE scheme
and developed using dual image with shared secret key. In this approach, data embedding ca-
pacity has been enhanced (1.25 bpp) while preserving good visual quality (38.95 dB PSNR)
which is shown in Table 6.1. Again to improve the data embedding capacity, a new PVD and
EMD based data hiding scheme has been designed in PVDEMD scheme using dual image with
shared secret key. In this scheme, payload is 1.75 (bpp) with PSNR 40.43 (dB). Another new
reversible data hiding scheme has been developed through TPVDDE using TPVD with DE. In
this approach, the payload is increased up to 2.16 (bpp), but the quality is slightly deteriorated.
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Table 6.1: Comparison of proposed RDH schemes with experimental results

Proposed Model| Reversibility | Single/Dual Image| Capacity (bits)| PSNR (dB) | Payload (bpp)
PRDHHC Irreversible | Single 37,306 50.13 0.142
DRDHHC Reversible Dual 74,606 51.75 0.142
EPRDHHC Irreversible | Single 1,11,909 32.14 0.426
EDRDHHC Reversible Dual 2,23,818 38.23 0.426
PVDDE Reversible Dual 1,63,840 38.95 1.250
PVDEMD Reversible Dual 9,16,656 40.43 1.750
TPVDDE Reversible Dual 11,31,520 26.18 2.150
DRDHWM Reversible Dual 2,60,100 39.73 1.984
IRDHWM Reversible | Single 7,74,192 37.96 2.965
IDRDHWM Reversible Dual 18,08,484 35.39 3.462

In these new proposed data hiding methods, dual image and shared secret key have been used to
improve data hiding capacity, achieve reversibility, enhance security with good visual quality.
The experimental results are numerically illustrated and outcomes are analyzed through some

standard steganalysis techniques which indicates the stability of the developed schemes.

Data Hiding Capacity (in bits)
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Figure 6.1: Comparison graph of proposed schemes in terms of capacity (bits)

Further, in order to improve the data embedding capacity while maintaining good visual

guality some innovative weighted matrix based data hiding schemes have been formulated and
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Figure 6.2: Comparison graph of proposed schemes in terms of payload (bpp)

solved. The developed DRDHWM, IRDHWM and IDRDHWM schemes have PSNR 39.73,
37.96 and 35.39 (dB) and the corresponding payloads are 1.984, 2.965 and 3.462 (bpp) respec-
tively. So, far weighted matrix based data hiding scheme was irreversible with limited payload.
Here dual image and image interpolation have been introduced to achieve reversibility and re-
peated entry-wise multiplication operation has been performed to increase payload. To enhance
the security, modification or alteration of weighted matrix has been introduced for every new

block using shared secret key.

All the data hiding schemes in this thesis have been implemented through MATLAB Version
7.6.0.324 (R2008a). The standard stegenalysis has been applied through RS analysis, Statistical
analysis and some steganographic attacks are performed through Histogram attack and Brute

Force Attacks. In has been observed that the designed schemes are robust against these attacks.

All the experimental results of steganalysis and steganographic attack have been shown in
the Table 6.2. From this table, it is observed that the results of RS analysis and relative entropy

are nearer to zero and correlation coefficiep)safe nearer to one which indicates developed
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Table 6.2: Comparison of proposed RDH schemes with steganalysis values

Proposed Model| Capacity (bits)| PSNR (dB) | RS value | Relative Entropy| p Payload (bpp)
PRDHHC 37,306 50.13 0.0357 0.0069 0.9864 | 0.142
DRDHHC 74,606 51.75 0.0578 0.0086 0.9834 | 0.142
EPRDHHC 1,11,909 32.14 0.667 0.0212 0.9786 | 0.426
EDRDHHC 2,23,818 38.23 0.1120 0.145 0.9752 | 0.426
PVDDE 1,63,840 38.95 0.0123 0.0131 0.9840 | 1.250
PVDEMD 9,16,656 40.43 0.0447 0.0131 0.9820 | 1.750
TPVDDE 11,31,520 26.18 0.531 0.139 0.9682 | 2.150
DRDHWM 2,60,100 39.73 0.0094 0.041 0.9901 | 1.984
IRDHWM 7,74,192 37.96 0.0065 0.0193 0.9823 | 2.965
IDRDHWM 18,08,484 35.39 0.0049 0.0387 0.9986 | 3.462

schemes are maintained good perceptibility and preserve good visual quality. Fig. 6.1, 6.2 and
6.3 represent the graphical comparison of proposed data hiding schemes with respect to data

hiding capacity, payload (bpp) and PSNR (dB) respectively.
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Figure 6.3: Comparison graph of proposed schemes in terms of PSNR (dB)
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Conclusion and Future Research Work 7.1 Conclusion

7.1 Conclusion

In this dissertation, some new data hiding techniques are designed and solved. All these de-
veloped techniques are validated by corresponding experimental results. The salient features of

the developed techniques are as follows:

¢ Data hiding through Hamming code was not reversible. Some new data hiding techniques
through Hamming code has been designed in which original cover image can be recovered
successfully without any distortion. That means reversibility has been achieved using

Hamming code based data hiding schemes through dual image.

e The Hamming code based data hiding schemes are designed in such a manner that re-
ceiver can retrieve the entire secret message without knowing the length of the secret
message. It is possible only when receiver finds an error in a secret position of the stego
image block, because data is embedded through error creation in two different locations,

one at secret position and another at any suitable location except secret position.

e Shared secret key and dual image has been considered in data hiding problems which
are used to enhance security, achieve good visual quality and improve data embedding

capacity.

e Data hiding through PVD was not reversible. Some dual image based new data hiding
techniques have been designed through PVD, DE, EMD and TPVD in which reversibility

has been achieved.

e Designing high payload secure data hiding techniques with good visual quality through
weighted matrix is a challenging task. To solve these problems some new weighted matrix

based data hiding schemes have been developed.

¢ Data hiding through weighted matrix was not reversible. Some novel data hiding schemes
are designed through weighted matrix using image interpolation and dual image in which

reversibility has been achieved.

e To enhance security through weighted matrix based data hiding schemes, a new idea has
been introduced in which the weighted matrix has been modified for each new block using

shared secret key.
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e To improve the payload through weighted matrix based data hiding schemes, dual image
and image interpolation technigques have been considered with repeated entry-wise mul-
tiplication operations. The payload in IDRDHWM is 3.46 (bpp) with PSNR 35.39 (dB)

where both dual image and image interpolation have been taken into account.

e The visual quality of stego images are preserved in developed weighted matrix based data
hiding techniques because only one bit modification can embed a fixed length (four bits)

secret data bits within a pixel of cover image.

e Overflow and underflow situations have been controlled in all of these developed schemes

where it may possible to occur.

e Steganalysis have been applied using RS analysis and Statistical analysis. Some stegano-
graphic attacks are also have been performed and it has been observed that the proposed

schemes are robust against various steganographic analysis and attacks.

7.2 Future Research Work

Now-a-days, due to the rapid development of digital technology, multimedia application and
online transaction, much attention has been paid to secure hidden data communication. Among
these present security schemes, data hiding technology has been widely used for copyright pro-

tection, content authentication and secret communication, etc.

A good data hiding algorithm should have high accuracy, utmost inserting capacity and sat-
isfactory level of security. At the same time, simplicity of algorithm and worldwide relevance
should also be considered. Thus new type of data hiding problems are required to be designed

in the different hiding approaches.

There are various domains of image processing like spatial domain, transform domain and
compress domain. The level of security in transform domain is much better as compared to
spatial domain, because secret messages are embedded in the coefficients. Several data hid-
ing problems can be formulated and solved in transform domain and compress domain with

image interpolation and dual image. Data hiding in other than special domain have not been
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considered in this dissertation. Now-a-days, due to development of digital technology and use
of social media, people are more vulnerable. Hence future investigation may use in frequency,

transform and compress domain to enhance security.

Though the design, formulation and assumption in the proposed methods presented in this
dissertation are innovative, yet there are some limitations and hence there is a huge scope of

extension of these schemes for future research work.

Although the concept of data hiding through PVD, DE, EMD, TPVD and weighted matrix
are old to some extent but the idea of dual image and image interpolation are quite new. In the
literature, there are several representation of image interpolation and dual image are explained.
In future, researchers may give attention to this area and the application of dual image and im-
age interpolation may be used for data hiding in real life problems. In this dissertation, dual
image and image interpolation have been used separately in different schemes and also com-

bined together in some schemes.

To improve the data hiding algorithm and measure the quality of the stego image, a variety of
quantities can be considered like Region Of Interest (ROI), use of optimization algorithms like
ant colony optimization, genetic algorithm, particle swarm optimization etc., neural networks,
fuzzy logic and hybrid network may also help to embed secret data within cover image in such

a way that it improves embedding capacity, stego image quality and innocuousness.

Regardless of these limitations and future scopes, the thesis will be useful for the personal
those are perusing research in the field of Computer Science and Engineering, Computer Ap-
plication and Information Technology. The schemes are superior over the existing schemes in
terms of security, payload with acceptable visual clarity and reversibility. Practising engineers

would also find this them to be an excellent reference resources.
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1. Introduction

The modern secret writing are tweaked the cover work in such a
way that a secret message can be encoded within them. The secret
message insertion may change every bit of information in the cover
data. There are a number of ways to conceal information within
cover work; The most usual methodologies are based on the least
significant bits (LSBs) substitution, masking, filtering, [2-4] and the
modulus operation [5-7]. Reversible data hiding using block are
commonly used to increase visual quality or to achieve reversibil-
ity [9,11,10,12,8]. Reversible Data Hiding (RDH) presented by Ni
et al. [13] which are based on histogram shifting with zero or
minimum change of the pixel gray values. Multilevel reversible
data hiding based on histogram shifting are proposed by Lin et al.
[14] and Tsai et al. [15]. Adaptive reversible data hiding method
using integer transform has been presented Peng et al. [16]. The
method payload is up to 2.17 bpp. Designing a novel data hiding sys-
tem accomplishing good visual quality, high embedding capacity,
robustness and steganographic protection is a technically challeng-
ing problem. Jung and Yoo [17] first proposed data hiding through
image interpolation using neighbor mean interpolation with pay-
load 2.28 bpp. Then Lee and Huang [ 18] presented higher capacity

* Tel.: +91 9126661253.
E-mail address: biswapati.jana@mail.vidyasaar.ac.in

http://dx.doi.org/10.1016/j.ijle0.2015.12.055
0030-4026/© 2015 Elsevier GmbH. All rights reserved.

image hiding by interpolating with neighboring pixels. Tang et al.
[1] proposed high capacity reversible steganography using multi-
layer embedding with average payload 1.79 bpp and average PSNR
33.85db. A secure data hiding scheme for binary images using a
key matrix and a weight matrix W has been proposed by Tseng
et al. [19] which can hide only 2 bits in a (3 x 3) block of pixels. Li
Fan et al. [20] proposed an improved efficient data hiding scheme
using weight matrix for gray scale images which can hide 4 bits in
a (3 x 3) block. Both the matrix based schemes performed only one
modular sum of entry wise multiplication of weighted matrix W
with a (3 x 3) block of pixel in the original image. Only one embed-
ding operation is performed with a single block and only 4 bits
data embed within the block. High-capacity is still one of impor-
tant research parts in data hiding. After the confidential message
embedded is extracted, the requirement for the image reversibility
for the entire recovery of the original object without any distortion
goes high. Here we proposed a high capacity reversible data hid-
ing scheme with where twelve time multiplication operations are
performed in each and every block to hide forty eight bits secret
data within each block. Also the scheme is achieved good PSNR and
payload.

1.1. Motivation

In this paper, we introduced a new reversible data hiding
scheme through weighted matrix.
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e Our motivation is to enhance the embedding capacity and achieve
reversibility in steganography. Data embedding using weighted
matrix was not reversible. We have applied weighted matrix
based data embedding scheme on interpolated image to keep
the position of data embedding in the interleaved pixel on cover
image to get reversible data hiding.
One of the important modification that we have proposed in our
scheme is to update weighted matrix W for each new block of
cover image. For i-th block i=1, 2, ..., we update the weighted
matrix Wi as Wi =(W; x k — 1) mod 9, where gcd(x, 9)=1. In Li
Fan et al.’s [20] weighted matrix based data hiding schemes only
single sum of entry-wise multiplication is applied on a block of
cover image. Here, we enhanced the weighted matrix based data
hiding by applied twelve times sum of entry-wise multiplication
on a single block. As a result, 48 bits secret data are embedded in
a single block which achieve high capacity data embedding and
preserved good qualities stego.
¢ To enhance the security, our scheme is used shared secret key «.
During data embedding, the weighted matrix is updated using «.
It enhanced security because the number of attempts to revels
the secretin a (M x N) image are (2"~ 1 + 1)M/3XN/3, where ris the
number of secret bits those will be embedded into each block of
cover image. It is robust against brute force attacks because this
huge number of attempts are computationally impracticable for
current computers.

The rest of the paper is organized as follows. Section 2 describes
some preliminaries. Proposed data hiding scheme in detail how
an improvement in the image interpolating method can increase
the embedding capacity using weight matrix while preserving
good image quality has been discussed in Section 3. Experimental
results with comparisons are discussed in Section 4. Finally, ste-
ganagraphic security analysis techniques are shown in Section 5.
Conclusions are given in Section 6.

2. Preliminaries

Reversible data hiding become a very concerning and difficult
job in hidden data communication with security. Information can
be embedded within image which contain ownership identifica-
tion, authentication and copy right protection. In this section we
reviews, weighted matrix-based data hiding scheme.

2.1. Data hiding using weighted matrix

An (m x n) integer weighted matrix W will be shared by sender
and receiver before data communication. The criterion of preferring
W is that each element of matrix is arbitrarily allotted a value from
the combination (0, 1, 2, ...2"1+1) and each element appears at
least once in W, where r denotes the number of secret bits those will
be embedded into each block of cover image F;. Next, it will embed
r data bits, say bq1b, ... b, into image block F; using the following
equation

d = (bibs. . .by), — SUM(F; ® W)(mod 2"), (1)

where ® denotes entry-wise multiplication operator and i=1, 2,
..., number of blocks. The function SUM(.) represents the modular
summation of all the entries of matrix (F; ® W). If d is equal to zero
modulo 2" then F; is intact; otherwise, modify F; to F/ to satisfy the
following equation

SUM(F, @ W) = byb. . .b,(mod 2") 2)

The receiver can derive bqb,...br by computing SUM(F/ @ W)
(mod2"). There exists high-risk security vulnerability in special
case, because an attacker will be able to estimate the form of

weight matrix by using brute-force attack. In order to overcome
the drawbacks of data embedding by matrix method, an improved
embedding strategy are developed in this paper by modifying the
weighted matrix Wwhich are used for every block of (3 x 3) original
pixels. The W is updated using the formula shown in below.

W,‘+1 :(W,‘ XK—l) mod 9, (3)

where i=0, 1, 2, ..., 2" and gcd(k, 9)=1. The sender will send a
weighted matrix and k to the receiver during data communica-
tion. Then sender can modified by increasing or decreasing the
pixel value of the original image at the dth position of the weighted
matrix in the pixel location of the cover image which means if F;
increases by one then the modular sum SUM(F; ® W) will increase
by We {0, 1, 2, ..., 2-1+1} and if F; decreases by one then
the modular sum SUM(F; ® W) will decrease by W e {0, 1, 2, ...,
2™-1+1}. In extraction phase, the receiver only needs to calculate
SUM(F; ® W)(mod 2").

Corollary 2.1. Maximum possible number of weight matrix W will
be (2"-1+1) !, where r number of secret bits those will be embedded
into each block of cover image.

Proof. Consider r bits secret message are embedded in a single
block, the possible combinations of r bits is 2. As per the require-
ment of weighted matrix the range will be (0, 1, 2, ...2"~1+1).
Thus the number of element within Wis 2"~1 + 1. So, the maximum
possible combination of W will be (2™-1+1)1.

O

3. Proposed scheme

Consider an original image I, with height M and width N. Increase
the size in double by interpolation and it become cover image C of
height (2 x M —1) and width (2 x N—1) as follows.

C@i,/)=1(p,q)
{wherep=1...M, g=1...N,
i=1,3,..2xM-1),j=1,3,...2xN-1)}
C(i,j) = (C(,j - 1) +C({i,j+1))/2
{where (imod 2) # 0, (jmod 2 = 0)}
C(i,j)=(Cli—1,j)+C(i+1,)))/2 (4)
(imod2) =0, (jmod 2) #,
0i=1...2xM-1),j=1...2xN-1)}
Cli,j)=(Cli—-1,j—-1D)+Ci—1,j+1)+Ci+1,j—1)
+C(i+1,j+1))/4
(imod 2) = 0, (jmod 2) = 0}

{where

{where

Partitioned original image into (3 x 3) pixel block BLOCK 3,3y and
cover image into (5 x 5) pixel block C(s,s).
inpo = (S(i,j — 1)+ S(i,j + 1))/2;
where (imod 2) # 0and (j mod 2) = 0;
inpo=(S(i—1,j)+S(i+1,j)/2;
where (imod 2) = 0and (j mod 2) # 0;
i=1...2xM-1)andj=1...(2xN-1);
inpo=(S(i—1,j—1)+S({—-1,j+1)+
SA+1,j—-1)+S(i+1,j+1))/4;
where (imod 2) = 0and (jmod 2) = 0;

Consider the weighted matrix W of size (3 x 3). Then performed
modular sum of entry wise multiplication (val) of original image
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Fig. 1. Schematic diagram of embedding process.

block BLOCK3,3 with weighted matrix W. Calculated data embed-
ding position by subtraction the modular sum (val) from secret
data unit (D) that is pos=D — val. We check the sign of calculated
position value (pos). If the sign of pos is positive/negative then
increased/decreased the desired pixel value by one unit at the
desired position of BLOCK3,3) pixel block. At the same time, stored
the embedding position of original image that is pos in the inter-
leaved pixel of the cover image block Cs,s5). We applied twelve
time sum of entry-wise multiplication operations and each time
we increased/decreased pixel value at BLOCK3,3y and keep the
pos in the interleaved pixel Cs,s) to acquire high data embedding
capacity. Every operation embed four bits of secret data without
any modification of original pixel at the cover image. As a result,
without modification of original pixel value, our proposed scheme
can hide (12 x 4) =48 bits secret information within a single block.
After completion of dataembedding in a particular BLOCK{3, 3 block
we update weighted matrix for next block using Wi, =(W; x k — 1)
mod 9, where gcd(x, 9)=1. The Fig. 1 shows the schematic diagram
of the data embedding stage. The numerical illustration of embed-
ding process are described in Fig. 3 and corresponding algorithm
are described in Algorithm 1.

During data extraction at the receiver end, we first extract the
original image from stego image simply collect the pixel from
odd row and odd column from stego image shown in Fig. 4. The
scheme is reversible because the original image are successfully
extracted from the stego image without any distortion. Now to
extract the secret message, consider Bl(3, 3y of size (3 x 3) from orig-
inal image and BC(s,s5) of size (5 x 5) from stego image. Then we
calculate interpolation value (inpo) using Eq. (5) and calculate posi-
tion value (pos) by subtracting the stego pixel value from (inpo) that
is pos =inpo — current value. Now we check the sign of pos for real-
izing increment or decrement. If (pos <0) thend=1else d=-1. We
update Bl(3,3) using Bl(3,3) = Bl(3,3y+d at the desired position pos
of weighted matrix. Finally, we extracted 4 bits secret data in each
entry wise multiplication operation using d; = (Bl(3,3y® W;)(mod
16), wherei=0,1,2...,12.The entry wise multiplication operation
are performed on the same block for twelve time and correspond-
ing 48 bits secret data are extracted. The schematic diagram for
data extraction are shown in Fig. 2 and the numerical illustra-
tion are shown in Fig. 4. Also the extraction process are listed in
Algorithm 2.

3.1. Overflow and underflow

Original image are enlarged by interpolation and become a
cover image. The weighted matrix positions are embedded within
interpolated location of enlarged image. The interleaved pixels are
calculated using the pixel value of original image by Eq. (4). Over-
flow situation may occur when we update some pixel by pos value
that may exceed the maximum pixel intensity value. For exam-
ple, consider the pixel pair (254, 255). After interpolation at middle
it become (254, 254, 255). If the pos value 8 is added with 254 it
become 262 which is greater then 255, this situation is called over-
flow situation and it may occur during data embedding. Therefore,
in our scheme if the d is 1 means data value is positive and need to
addition pos value with the pixel value then for any pos value from
2 to 8, there may be a chance to occur overflow. When a pos sub-
tracted from a pixel then there may be a change to occur underflow.
For example, consider the pixel pair (2, 4) then after interpolation
it becomes (2, 3, 4)). Consider a pos is equal to 4. If you subtract 4
from 3 then it is negative which is not a valid pixel value This is a
underflow situation.

To overcome the overflow and underflow situation we adjust
the pixel value as follows: Since, maximum pos value is 8 so, at the
time of interpolation we adjust the pixel 247 when average cross
the value 255 thatis (255 — 8) =247.In case of above example, (254,
254,255)is set to (254, 247, 255). Now, if d=1 and pos value is any
one value from 0 — 8 then set the interpolate pixel which is never
crossed the limit 255.

{ 247 if IP > 247
IP =

8 i IP<8 where IPis interpolated pixel. (6)

To handle the underflow situation, fix the value of interpolated
pixel is 8 when average value lies less than (0+8)=8. For exam-
ple, consider the pixel (2, 8, 4). If d=—1 and pos is any one within
0 — 8 then the interpolated pixel never laying under the limit 0. At
the time of extraction interpolated pixel value are calculated and
follow the condition for overflow and underflow control mech-
anism that means when calculated interpolate value is greater
then 247 than set it as 247 and if it is less then 8 than set it
is 8.
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Algorithm 1. Data embedding

Input: Original Image I[M][N], Weighted Matrix W 3][3], Secret Data D = {d1,dz2,ds,..

where d; = 4 bits each} ,and shared secret key & , count=1;
Output: Stego Image S[2x M —1][2Xx N —1];

LR}

Step-1: Create Cover Image C[2 X M — 1][2 X N — 1] using equation (4) from I[M][N], where

M = 256 and N = 256 and make a copy S form C;
Step-2: Partition I[M][N] into (3 x 3) overlapping blocks ;
Step-3: Brow = L%J —1; Beol = L?;tllj —1; for p=1 to Brow do
for ¢ =1 to Bceol do
BLOCKp¢3 X 3 <= IpN; where sq=3;
if (p # Brow & q # Bcol) then

| sqgr=(2x%(sqg—1) xp); sgc= (2% (sq—1) X g);
end
if (p # Brow & g = Bcol) then

| sgr=(2%x(sgq—1)Xp);sqc=(2x (sgq—1) X q)+1;
end
if (p = Brow & q # Bcol) then

| sgr=(2x(sq—1) xp)+1; sgc= (2 x (sg— 1) X q);
end
if (p = Brow & q = Bcol) then

| sgr=(2x(sq—1)xp)+1;sgc=(2%(sq—1) X q)+1;
end
for i = (2 X (sg — 1) X (p — 1)) to sqr do
for j = (2 x (sg — 1) x (g — 1)) to sqc do
if (i mod 2=0 or j mod 2=0) then
if (count<length(D)) then
SUM = BLOCKpq ® Wr;

if (pos> 0) then
if (pos> 8) then

|  pos=(16-pos); d=-1;
else

| d=1
end
end
if (pos< 0) then
if (pos<-8) then

| pos=abs(16-+pos); d=1;
else

| pos=abs(pos); d=-1;
end

end

x=1,2,3 and y=1,2,3;
Spq(1,5) = Cpq(3,5) + (pos x d);
count=count+1;

else
| goto Step-4;
end

end

end
end
Wit1 = (W; x 6 —1) mod 9, where ged (%,9) = 1;

end

end
Step-4:Produced stego image Sopr—1x2N—1

Step-5: End.

4. Experimental results and comparison

Our proposed method scheme is verified and tested using gray
scale image Lena, Moon Surface, Aerial, Airplane, Clock, Resolution
Chart and Chemical Plant which are collected from the USC-SIPI
Image Database, University of Southern California [21] shown in
Fig. 5. After interpolation and embedding the secret messages the
stego image are generated as shown in Fig. 6. It shows original
image I with (256 x 256) = 65, 536 bytes. After interpolation the
size of cover image C as well as stego image S are increased with
(511 x511) =2, 62, 121 bytes. The secret data, here we considered
(382 x 254) image shown in Fig. 7 with (382 x 254 x 8) equals to 7,
76, 224 bits.

Our developed algorithms: data embedding and extraction are
implemented in MATLAB Version 7.6.0.324 (R2008a). Here, the

dec=BCD(dcount); val = SUM (mod16); pos=dec-val;

BLOCKpq(z,y) = BLOCKpq(z,y) + d if Wr(x ,y)=pos, where

impairment is assessed by means of two factors namely, Mean
Square Error (MSE) and Peak Signal to Noise Ratio (PSNR). The MSE
is calculated as follows:

M N
SO XG0 - YD
i=1 j=1

MSE = ) , (7)

where M and N denote the total number of pixels in the horizontal
and the vertical dimensions of the image respectively. X(i, j) repre-
sents the pixels in the cover image and Y(i, j) represents the pixels
of the stego image. The difference between the original and stego
images were assessed by the Peak Signal to Noise Ratio (PSNR). The
analysis in terms of PSNR of cover image and stego image has given
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Algorithm 2. Data extraction

Input: Stego Image S[511){511]; Weighted matrix W(3][3]; shared secret key &;
count=1;length of hidden data(stlen);Af = —(5112¢)- = 256;N = —(%)- = 256;
Output: Original Image I{256](256); Secret Data D ;

Step-1: % Extract Original Image [256]{256] from Stego Image S[511][511];
i=1; p=1;
while (i < 511) do
=1 q=1;
while (5 <511) do
| Ilpllg] = SEl3); 425 a=a+1;

end
i=i+2; p=p+1;
end
Step-2:
Brow = I_Qﬁ_%J —1; Beol = L&_*%J -1
q sq

for p=1 to Brow do
for g =1 to Bceol do
BLOCKpq3 x 3 <= Inyn; where sq=3;
if (p # Brow & q # Bcol) then

| sqr=1(2x(sq—1) xp); sgc=(2x (sq—1) X q);
end
if (p # Brow & ¢ = Beol) then

| sqr=(2x(sq—1)xp);sgc=(2x(sq—1)xq)+1;
end
if (p = Brow & q # Bcol) then

| sqr=(2x(sq—1)xp)+1;s9c=(2x(sg—1) x q);
end
if (p = Brow & ¢ = Bcol) then

| sgr=(2x(sq—1)xp)+1;sqc=(2x(sq—1) x q) +1;
end
for i=(2 x (sq— 1) x (p— 1)) to sqr do
for j=(2 x (sq — 1) x (g — 1)) to sqc do
if (i mod 2=0 or j mod 2=0) then
if (count< stlen) then
calculate interpolate value (inpo) by equation(5) at location (i,j)
with the help of Ss11x511
if (inpo < S(i, 7)) then

| pos=S(i,j)-inpo; d=1;
else

| pos=inpo-S(ij); d=-1;
end
if pos # 0 then

BLOCKpq(z,y) = BLOCKyq(z,y) + d if Wr(x ,y)=pos,
where x=1,2,3 and y=1,2,3;

end
SUM = BLOCKpq ® Wy;
dcount = SUM (mod16);
count=count+1;

else
| goto Step-3
end
end
end
end
Wip1 = (W; x K —1) mod 9, where ged (k,9) = 1;
end
end
Step-3:Produce Original image I256x256 and Data D=(dy,dz,...) where d; is the BCD 4 bits
data
Step-4: End.
good results which are shown in Table 1. The formula of PSNR is as To calculate payload in terms of bits per pixel (bpp) the following
follows: equation are used.
PSNR = 1010 g (8)
810 SE (1M —1) x (1%1) - 1) x 48
B= 9)
Higher the values of PSNR between two images indicates better (2M - 1)(2N - 1)

the quality of the stego image and very similar to the cover image
where as low PSNR demonstrates the opposite. Here, M =256, N=256, and payload (bpp) B=2.96.
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(a) Stego Image $ (511 x 511)
[

Extract Original Image I (ij) where i=1,3,5,...and j=1,3,5..,
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() Original Image I

i

Divide (3 x3)
Block

Calculate Interpolation (Inpo) using
equation (5)

v

\ 4
pos=(Inpo - Curent value) > %fl

pos =+ve/-ve then

Weight Matrix Wi

=
(=
=)
=
L
=]
ES
2 increase/ decrease 1]l21]3
E; 1 at the original image I 2lols
K 6|7|8
8 Sum (F; & W)
S
5| Secret data D= 1100 1101 —
51 1011 0001 1100 1010...... o Dy Sum %16 2)
4 (Collect all data)
Q E
S °
o =
g 3 No
8 ) Check all Inpo value in|
; the same 3 x 3 block After 12 operation
§_ Update W; + Yes Go to next block
Go to next block
< Wi 1=(W; x K-1) mod 9

‘Where ged (x, 9)=1

Fig. 2. Schematic diagram of extraction process.

We compared our experimental result with other existing
scheme listed in Table 2. The PSNR of Ni et al’s [13] scheme
is 30.88dB which is 7.09dB less than our scheme and payload
(bpp) 1.11 unit which are 1.85 unit less that our scheme. The
both PSNR and payload of our proposed scheme is higher than
other existing schemes shown in Table 2. Average PSNR of our
proposed scheme is 37.97dB which is more than the existing
matrix based and interpolation based schemes which guaran-
tees good visual quality. The payload is very high compared with
other existing schemes and it is 2.96 (bpp). In terms of security on
matrix embedding method a shared secret key « is used to update
weighted matrix for each new block. The security is increased
due to application of different weighted matrix in different
blocks.

5. Steganalysis

Steganalysis is the art of discovering whether or not a secret
message is exist in a suspected image. Steganalysis does not
however consider the successful extraction of the message. Now
a days, steganographic systems does not achieve perfect secu-
rity. So, they all leave hints of embedding in the stegogramme.
This gives the steganalyst a useful way in to identifying whether
a secret message exists or not. Steganalyst perform this work
in various ways. The way is divided into two main categories-
Targeted and Blind steganalysis. Some of the targeted steganalysis
are visual attack, statistical attack and structural attack and one
of the famous blind steganalysis method is RS analysis. Here we
analyze our scheme by RS analysis and find result of relative
entropy.

5.1. RS analysis

We analyzed our stego image by the RS analysis. Let us assume
that we have a cover image of size (M x N). In RS analysis method,
first divide the stego image into disjoint groups G of n adjacent
pixels (xq, ..., Xn). Each pixel value is in a set P thatis p={0, 1, ...,
255}. Here, each group consists of 4 consecutive pixels in a row.
Define a discrimination function f that returns a real number f{x;,
..., Xn) € R to each pixel group G = ((x1, ..., Xn)). The main goal of
use the discrimination function is to identify the “Smoothness” or
“Regularity” of each group of pixels G. The discrimination function
fis define as:

n-1

fOa,xn) = i1 =il

i=1

(10)

An invertible function F is define which is operates on P, called
“flipping”. Flipping consists of two-cycles which permutes the pix-
els value. So, F2= Identity or F(F(x))=x for all x belongs to P. Flipping
the LSB of each pixel value and the corresponding permutation F1
is:0< 1,2+ 3,...,254 < 255. Define another function, named shift
LSB flipping and treated as F— 1. So the permutation F—1: —1 <50,
1< 2,...,255 <« 256. In the other word, F_; flipping can be define
as:

F_1(x)=F;(x+1)-1, forallx. (11)
There are three types of groups Regular groups (R), Singular groups
(S) and Unusable groups (U) which are define depend on the
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Illustration of data embeddi

=

\g:-

1 2 3 4 5
*T162 [ 166 | (161 | 163 | 158 1]2] 3
152 | 156 [ 161 | 163 | 158
t "1 4 l
(1)(3? }Vfaf)hﬁﬂfk of 168 | 158 | 174 | 167 | 175 4 /0[5
Original Tinage (I) ° 185- 186 -1_8-8_ 176 6 7| 8

185
= U iy () Weighted Matrix (W;)

Block B;
i,il1 23|45 e 7][8]e
(c) Cover 154 158 162 160
Tmage C 1 y152| 186 | o g6t | 183 | L [ 158
with 5 [160 | 158 | 157 | 162 [ 167 " 166 | 165 | 165 166
interpolated ) (e3) ::'3 (e5 ::66 (e3 :(:; (e :e:
location e; 3 [168 | - | 188 (g [174 (o7 167 | (. | 175
4 I176 174 | 172 | 176 | 181 |178 176 | 175 175
(e9) | (e10.] (e11 [(e12)[ (e9. | (e10 | (e11 | (e12
p 5 [185 | 185 | 186 | 187 ['188 | 186 | 185 | 180 | 176
Consider Secret Data D=
o |s2se et 11213 {1100 1111 1010 0011
SUM = 168 | 158|174 | @ 4 | 0 | 5 0111 0001 1001 1110
185 | 186 | 188 6 |7 | 8 0011 1010 1100 1000..
~— I W 0 | soooasswssessssessssissias }
SUM = 6405 (mod 16) = 5 (val)

Four bits data D;=1100; dec =12; pos= (dec - val) =(12-5) =7 <=8,
Increase 1 in at the 7% location of original matrix, I,[3,2],

The value will be 186+1=187 ; then increase el (in fig (c)) by 7, so, 154+7=161
Repeat entry -wise multiplication with undated I, by W;,

SUM = 6412 (mod 16) = 12 (val)
Next four bits data Dy= 1111; dec=15; pos = (dec-val)=(15-12) =3 <=8;

Increase 1 in at the 3" position of original matrix I, [3,1],
The value will be 161+1=162; then increase €2 (in fig c) by 3, so, 158+3=161.

In this way all secret data is embedded within Stego image.
The resultant Stego image S is shown here.

ij(1| 2|3 (45|67 )|8]|29
152/ 161|156 (161|161|162|163|160| 158
155(151(161|156(167|166|165|165| 166
168| 171|158 (171|174 170|167 | 171|175
171(181(174|172(181|178|176 |175| 175
185(185|186 |187|188 (186|185 (180|176

(d) The Stego Image S
after data embedding

Q|| RN| -

Fig. 3. Example of data embedding.

discrimination function f and the flipping operation F. Depending
on the condition groups are define below.

analysis is closed to zero means the scheme is secure. It is observed
from Table 4 that the values of Ry; and R_y;, Sy and S_y; are nearly
equal. Thus rule Ry = R_p; and Sy = S_y is satisfied for the stego

GCeR fff(F(G)) > f(G) image in our scheme. So, the proposed method is secure against RS
G eSS iff(F(G)) < f(G) (12) attack. In our experiment, the ratio of R and S lies between 0.0034
G e U iff(F(G)) =f(G) and 0.0065 for the lena stego image. Other values are shown in the

where F(G)=(F(x;), .. .. Fxn)). The flipping operation will be exe- Table 4. The RS value of original image are listed in Table 3.

cuted with the help of a mask value M, which is a n tuples
with values —1, 0, and 1. The flipped group Fy(G) is defined as
(Epm(1)(x1), Fy(2)(x2), . . ., Fy(n)(xn)). The RS analysis based on ana-
lyzing how the number of regular and singular groups changes with
the increased message length embedded in the LSB plane. Then
calculate the value of RS analysis using the following equation.

(IRm — R_m| + 1Sm — S_ml)
(Rm +Sm)

5.2. Relative entropy

To measure the security in our proposed method, the relative
entropy (R) between the probability distributions of the original
image (P) and the stego image (Q) is calculated by

(14)

_ ax)
(13)  RQIP)=) qx)log o)

where Ry and R_y; is the total number of regular group with mask
M and —M respectively. Sy; and S_y; is the total number of singular
group with mask M and —M respectively. When the value of RS

When relative entropy between two probability distribution func-
tions is zero then the system is perfectly secure. R(Q||P) is a
nonnegative continuous function and equals to zero if and only
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Example of data extraction:

ii.j 1 2 3 4 5 6 7 8 9
1 152 | 161 | 156 | 161 | 161 | 162 | 163 | 160 | 158
2 [ 155 | 151 | 161 | 156 | 167 | 166 | 165 | 165 | 166
3 [ 168 | 171 | 158 | 171 | 174 | 170 | 167 | 171 | 175
4 | 171 | 181 | 174 | 172 | 181 | 178 | 176 | 175 | 175
5 | 185 | 185 | 186 | 187 | 188 | 186 | 185 | 180 | 176

The receiver first create the Original Iinage I froin the Stego Iinage S by taking row wise 1,3,5,
7, 9 location and column wise 1,3,5 location..

(a) Stego Image S =

"M"52 T 156 [161 [T163 | 158 |
2("168 | 158 '
3|,185 | 186 | 188 ['185 | 176 |'

J

() Original Image I=

Block Iy . Block I
ij 1 2 3 [¥] 1 2 3
1 152 | 156 | 161 1 161 | 163 | 158
2 168 | 158 | 174 2 174 | 167 | 175
3 185 | 186 | 188 3 188 | 185 | 176

Calculate the interpolation value inpo as per using equation-10 ; The interpolate value inpo= 154 at el
location then find the difference d= $[1,3]-inpo = 161-154=7; So, Increase 1 atI;[3,1] i.e. 186+1=187
then performed entry wise multiplication with weighted matrix Wi

1 2 3
1| 152 | 156 | 161 11 2] 3
SUMS)=| , |16 158 | 174 | & 4]0 5 = 6412 (mod 16) = 12
3| 185 | 187 | 188 6| 7] 8 = 1100.
Iy Wi

Repeat this process and extract the secret data D. Finally , one can get data as well as original imnage I.

Fig. 4. Example of data extraction.

/

() Airplane (256 x 25 (¢) Chemical Plant (256 x256)

0 |
=11

3 E Ill som n=:

hS]

AN Fue M
S = = O
s=m =
(@) Clock (256 x256) (e) Moon (256 X 2%) (f) Resolution Chart (256 x256)

Fig. 5. Standard test images (256 x 256) pixel.
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/

) Airplane (511 x 511)

Zugolourge They maw

_

(@) Clock (511 x511)

Sleqz maie

0 I
= 'S
S e WE
A= s WS-

s= 0

; =
V. — — I
k =|" Ill i

(f) Resolution Chart (511 x511)

(e) Moon (511 x511)

Fig. 6. Six stego image with (511 x 511) pixel after embedding maximum secret
data (776,224) bits.

(@) Camera Man 256 x 256 pixel

Fig. 7. Input image as secret data with (382 x 254) pixel (776,224 bits).

if p and q are coincide. Thus R(Q||P) can be normally considered as
a distance between the measures p and q. Relative entropy of the
probability distribution of the original image and the stego image
varies depending upon number of bits of secret message. In our
experiment, it is shown that when the number of characters in
the secret message increases, the relative entropy in stego image
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Table 1
PSNR of cover image and stego image.
PSNR (dB) with capacity (bits) and payload
Image I Capacity (bits) PSNR Avg. PSNR
260,096 40.85
Lena 560,000 37.24 37.97
776,224 35.80
260,096 40.87
Moon surface 560,000 37.24 37.97
776,224 35.81
260,096 40.83
Arial 560,000 37.24 37.96
776,224 35.8
260,096 40.82
Airplane 560,000 37.24 37.96
7,76,224 35.81
260,096 40.85
Clock 560,000 37.23 37.96
776,224 35.8
260,096 40.85
Resolution 560,000 3741 38.02
776,224 35.81
260,096 40.86
Chemical 560,000 37.24 37.97
776,224 35.81
Table 2
Comparison with existing scheme.
Scheme Average PSNR (dB) Payload (bpp)
Nietal’s[13] 30.88 1.11
Jungetal’s[17] 33.24 0.96
Leeetal.’s [18] 33.79 1.59
Tang et al. [1] 33.85 1.79
Proposed 37.97 2.96
Table 3
RS analysis for original image.
Image Ru R.ym Sm S m RS value
Lena 52,649 52,651 0 0 0.0003
Moon Surface 24,864 24,926 12,873 12,892 0.0022
Arial 51,628 51,089 1 12 0.0107
Airplane 36,778 37,061 4604 4473 0.0100
Clock 57,827 57,828 0 0 0.00001

is also increases. The relative entropy in our experiment is varies
between very small which implies the proposed scheme provides
secure hidden communication. Relative entropy values are listed
in Table 5.

6. Attacks
6.1. Histogram attack

Fig. 8 described the histogram of the cover and stego image
and their difference histogram. The stego image are produced from
cover image employing the maximum data hiding capacity. It is
observed that the shape of the histogram is preserved after embed-
ding the secret data. Histogram of cover image is represented as h
whereas histogram of stego image is represented as h'. The change
of histogram can be measured by

255

Dy= Il — himl (15)
m=1
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Table 4
RS analysis for stego image.

B. Jana / Optik 127 (2016) 3347-3358

Image Secret data RS values of stego image
(bits)
RM R,M SM S,M RS value
260,096 22,838 22,763 11,743 11,701 0.0034
Lena 560,000 22,356 22,119 15,041 15,058 0.0068
776,224 21,788 21,641 17,258 17,366  0.0065
260,096 24,051 24,169 14,628 14,503 0.0063
Moon surface 560,000 23,503 23,543 16,833 16,883  0.0022
776,224 22,934 22942 18,381 18376 0.0010
260,096 19,801 19465 11,506 11,618 0.0043
Arial 560,000 20,192 19,788 14,115 14,337 0.0182
776,224 19,978 20,124 15995 16,097 0.0069
260,096 33,190 33,666 8359 8190 0.0155
Airplane 560,000 28,070 28,319 14,078 13,951 0.0089
776,224 23,202 23,765 18,698 16,231 0.0246
260,096 29,089 29,541 9901 9843  0.0131
Clock 560,000 24,499 24,522 15,302 15323 0.0011
776,224 22,998 22,738 18,032 18,298 0.0128

The difference of the histogram is very small. It is observed that,
bins close to zero are more in numbers and the bins which are
away from zero are less in numbers. This confirm the quality of
stego image. There is no step pattern observed which ensure the
proposed method is robust against histogram analysis.

6.2. Statistical attack

The proposed scheme is also assessed based on statistical dis-
tortion analysis by some image parameters like standard deviation
(SD) and correlation coefficient (CC) to check the impact on image
after data embedding. The standard deviation (SD) before and after
data embedding and correlation coefficient (CC) of cover and stego

Original image I (Lena.png)

3000 1

2500 1

2000

1500 1

1000 1

500 1

0 50 100 150 200 250

Histogram of stego iage S

Table 5
Relative entropy between original image and stego image.
Image Data(bits) Entropy (I) Entropy (S) Entropy
difference
260,096 7.4380 0.0049
Lena 560,000 7.4429 7.4524 0.0009
776,224 7.4622 0.0193
260,096 6.6866 0.0114
Moon surface 560,000 6.6752 6.6967 0.0215
776,224 6.7044 0.0292
260,096 7.2985 0.0003
Arial 560,000 7.2988 7.3091 0.0103
776,224 7.3185 0.0197
260,096 6.4624 0.0056
Airplane 560,000 6.4568 6.5419 0.0851
776,224 6.6587 0.2019
260,096 6.7566 0.0562
Clock 560,000 6.7004 6.9253 0.2249
776,224 6.9484 0.248

images are summarized in Table 6. Minimizing parameters differ-
ence is one of the primary aims in order to get rid of statistical
attacks. From the Table 6 it is seen that there is no substantial
divergence between the standard deviation of the cover-image and
the stego-image. This study shows that the magnitude of change
in stego-image based on image parameters is small from a cover
image. Since the image parameters have not changed much, the
method offers a good concealment of data and reduces the chance of
the secret data being detected. Thus, it indicates a perfectly secure
steganographic system.

6.3. Attacks with unknown weighted matrix and secret key

The proposed scheme constructs stego images which protect
original information by hiding secret information using weighted

3000 -

2500-

2000-

1500

1000 -

500 -

0 50 100 150 200 250

Histograimn of I

0 50 100 150 200 250

Difference histogram (I & S)

Fig. 8. Histogram of original and stego image and their difference.
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Table 6
Standard deviation (SD) and correlation coefficient.
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Image Standard deviation(SD) Correlation coefficient
Image [ Stego Image S 1&S

Lena 47.8255 47.3553 0.9823

Moon surface 27.1998 274773 0.9895

Arial 45.0844 44.1284 0.9686

Airplane 32.0451 32.3063 0.9924

Clock 57.3003 57.4202 0.9976

k=13

Secret data as ilnage
(110 x 200) pixel

Weighted matrix (W)

Original image I
(256 x 256)

7

8

Stego image S
(256 x 256)

Fig. 9. Noise like secret data with wrong secret key.

matrix. We embed the data embedding position (pos), not the origi-
nal information within stego image. We used secret key « to update
weighted matrix for each new block. The scheme is secure to pre-
vent possible malicious attacks. The Fig. 9 shows the revelation
example where with wrong key and wrong weighted matrix are
used torevel the hidden message. If the malicious attacker holds the
original image and stego image and is fully aware of the proposed
scheme, the hidden message still cannot be correctly revealed with-
out knowing the correct secret key and correct weighted matrix. For
example, Fig. 9 shows stego image derived from lena image using
correct weighted matrix and secret key which are different from
that used to construct without knowing the weighted matrix and
secret key. The result indicate that the attacker only acquires noise-
like images when applying incorrect weighted matrix and secret
key to reveal the hidden message. Furthermore, the attacker may
employ the brute force attack that tries all possible permutation to
reveal the hidden message. Maximum possible weighted matrix to
embed r bits data length in each block are (271 +1) I. We are using
(M x N)original matrix and partitioned (3 x 3) blocks. Total number
of blocks are (M/3 x N/3) and each block used a modified weighted
matrix. So, the number of required trials to reveal the hidden

message are (271 + 1)!)(M/3XN/3). In our scheme, for (256 x 256)
image with r=4, number of trails will be (362, 880)7225 which are

computationally infeasible for current computers. The proposed
scheme achieve stronger robustness against several attacks when
compared with existing data hiding scheme. Furthermore, the
secret information can be retrieved without encountering any loss
of data and recovered original image successfully from stego image.

7. Conclusion

A very high capacity reversible data hiding method using
weighted matrix are proposed in this paper. We modified the
interpolation technique where average value are inserted between
zooming and incorporate weighted matrix for data embedding. We
simple modify weighted matrix using secret key « to enhanced
security in data hiding. Also weighted matrix based data hiding was
not reversible, here, in this scheme, we introduced reversible data
hiding in case of weight-matrix based data hiding scheme. In this
scheme we achieved good PSNR and high capacity data embedding
as 2.97 bpp. Also we tested our scheme using RS analysis, calculated
some statistical analysis data on stego image like Relative entropy,
standard deviation and correlation coefficient which gives promis-
ing result. We have tested our scheme by several steganographic
attacks like histogram attacks and brute force attacks with wrong
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weighted matrix and wrong shared secret key, we observed that
the scheme is secure and robust against such attacks.
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Abstract

In this paper, we propose a dual-image based reversible
data hiding scheme. Here, we divide a secret message
into sub-stream of size n bits, where n — 1 bits are em-
bedded using Pixel Value Differencing (PVD) and 1 bit is
embedded using Difference Expansion (DE). We consider
two consecutive pixels from cover image, calculate the dif-
ference between them and then embed n — 1 bits secret
message by modifying the pixel pair. Again, we consider
that modified pixel pair to embed 1 bit secret message us-
ing embedding function. After that, we distribute these
two stego pixel pairs among dual image depending on a
shared secret key bit stream. At the receiver end, we ex-
tract the secret message successfully and recover original
cover image from dual stego image without any distortion.
Finally, we compare our scheme with other state-of-the-
art methods and obtain reasonably better performance in
terms of data embedding capacity.

Keywords: Difference expansion, dual image, pixel value
differencing, reversible data hiding

1 Introduction

Steganography is one of the most commonly used pro-
tective method for information security. Steganography
can be classified into two categories: irreversible and re-
versible. In irreversible technique, the secret data can
be embedded and extracted successfully, but the origi-
nal image might not be recovered [1, 5, 6, 8, 23]. On
the other hand, reversible data hiding schemes [9, 10, 16,
17, 19, 20, 22, 24] are capable of embedding the secret
message as well as can extract the secret message and
recover the original image. Two important measures of
reversible data hiding are embedding capacity and dis-
tortion of cover work. In recent years, a bunch of re-
search [7, 13, 14, 15, 21, 27] have been performed to im-

prove the embedding capacity and to minimize the distor-
tion which is the objective of data hiding schemes. Wu
and Tsai [26] proposed a data embedding method based
on PVD, where, the difference of two adjacent pixels in
the cover image is calculated. The number of bits to be
embedded into these two pixels are determined by their
absolute difference and a pre-defined reference table. By
modifying these two pixel values, data bits can be embed-
ded. Because the same range in the reference table will
be referred before and after data embedding, the same
number of secret data bits can be determined and thus
the embedded secret data bits can be exactly extracted.
Tian [22] proposed a difference expansion data hiding ap-
proach to conceal the secret data into the difference of
a pair consecutive pixel values with high payload size.
Lee et al. [13] utilized the histogram of the difference of
pixel values to embed the secret data in host image for
improving the quality of marked-images. Ni et al. [16]
proposed reversible data hiding technique which is based
on histogram shifting with zero or minimum change of the
pixel gray values. Being reversible, both the original and
the embedded data can be completely restored. Thodi
et al. [21] presented a method that combines histogram-
shifting and difference expansion reversible data hiding.
Chang et al. [2] proposed dual-image based data hiding
technique using exploiting modification direction (EMD)
method. They first established a (256 x 256) modulus
function magic matrix. In their scheme, a binary secret
message is first converted into secret digits in the base-5
numeral system. Then, two secret digits are taken to em-
bed into a pixel pair at a time by embedding each secret
digit into each steganographic image. Lee et al. [7] in-
troduced a lossless steganographic technique that utilized
centralized difference expansion to hide more secret data
into smoother areas of host image. Later, Lee et al. [12]
embed secret data using the four directions of the cen-
ter point of pixels to obtain the stego-pixels of the two
images. Lee and Huang [11] converted secret data into
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quinary-based secret symbols and combined every two
secret symbols as a set for embedding. Qin et al. [18]
embedded the first image using EMD, and the second
image through three rules which were dependent on the
first image. Lu et al. [14] used the least-significant-bit
(LSB) matching method for embedding. They obtained
the stego-pixels of two images through the modulus func-
tion and the LSB, checked whether the stego-pixels are
reversible via an averaging method, and then modified
the non-reversible stego-pixels based on a rule table to
successfully restored the image. Lee et al. [12] embedded
secret data using directions to achieve high image quality,
but the embedding capacity could only reach 0.75 bits per
pixel (bpp). Chang et al. [2] embed secret data through
the modulus function matrix to achieve a higher capacity
that is 1.00 bpp, but image quality was inferior to that
using the method by Lee et al. Thus, the challenge to en-
hance embedding capacity while maintaining high image
quality through the use of dual-image techniques is still
an important issue.

In this paper, we introduced a new dual-image based
reversible data hiding scheme through Pixel Value Differ-
ence Expansion (PVDE).

e Our motivation is to enhance the embedding capacity
and achieve reversibility in data hiding. Data embed-
ding using PVD was not reversible. We have applied
DE data embedding scheme to keep the distance pa-
rameter of sub range of reference table within the
pixel pair. The lower bound of sub range of reference
table help us to achieve reversibility in PVDE. The
proposed scheme also enhance embedding capacity.

e One of the important modification that we have pro-
pose in our scheme is uniform sub range in the ref-
erence table. In PVD, the width of sub range varies
and the number of embedding bits depends on the
pixel value difference. More number of data bits are
embedded in the complex area of an image which
will effect more. To maintain the uniform effect af-
ter data embedding in all area, we propose uniform
width of sub range in the reference table. Although
data could be embedded without reference table, we
use reference table to make PVD as reversible. The
lower label of sub range in each embedding pair is
essential for PVD to recover original image.

e Another motivation is to enhance security in data
hiding. We distribute modified pixel pair among dual
stego image, stego major (SM) and stego auxiliary
(SA) based on shared secret key bit stream. The se-
cret message bits are distributed among dual image.
The receiver applies extraction technique using either
PVD or DE that depends on the share secret key.
Without key none can extract secret message. Fi-
nally, we recover original image using our extraction
algorithm from dual image without any distortion.

The rest of the paper is organized as follows. Sec-
tion 2 describes some preliminary techniques of data hid-
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ing scheme. Proposed data hiding scheme PVDE in de-
tail is discussed in Section 3. The issue regarding over-
flow and underflow situation are described in Section 4.
Experimental results with comparisons are discussed in
Section 5. Section 6 present security analysis. Finally,
we conclude our paper with some interesting insights and
possible future directions in Section 7.

2 Preliminaries

Reversible data hiding become a very important and chal-
lenging task in hidden data communication specially in
medical and military application for ownership identi-
fication, authentication and copy right protection. We
propose dual-image based reversible data hiding scheme
called PVDE. In this section, Wu and Tsai’s PVD and
Tian’s DE techniques are discussed briefly.

2.1 Wu and Tsai’s Scheme

Pixel Value Differencing (PVD), proposed by Wu and
Tsai [26] is one of the popular data hiding techniques in
spatial domain. Consider a two consecutive pixels P, and
P, from cover image C of size (M x N). The difference
value d of P, and P,11 can be derived by

d:|Pz—Px+1|

A reference table R is used which consists of n contigu-
ous sub-blocks with fixed interval. The main function of
the reference table is to provide data hiding information.
Each sub-range has its lower bound (Ib) and upper bound
(ub) values and the width w of each sub-range is selected
to be a power of 2. The hiding capacity of two consecutive
pixels can be obtained by

(1)

Here, t is the number of bits that is hidden within pixel
pair. A new parameter d is generated using

t = |logs w|.

d =my +1b.

Now the secret data is embedded into pixel pair
(P, Py,1) by modifying it such that d and d belongs
to the same range in the reference table. The details of
the embedding criteria are as follows:

(P +[d" /2], Poya — 14" /2)),
if P, > Pyiq and d > d;
1 1
(Pm_rd /217P1+1+Ld /2J)v
! ! H

(Px7px+1) _ if P, < /I/Derl and , d >d;
(P:c_l—d /2]7P:c+l+Ld /2J)7 ,
if Py > /]/:)m+1 and , d <d;
(Pt 1" /20, Pogs — d" /2)),
if P, < Ppy1 and d <d;

where d” = |d' — d|. An illustration of how P, and P;H
can be adjusted by Wu and Tsai ’s scheme for the purpose
of hiding secret data is shown in Figure 1. The recovery
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Updated pixel pair

Pixel Pair

d=|77-60|

w=23-8+1=16 255
t=1og;(16)=4 bis

13+g M=21-17=4

60-2=58 77+2=79

Secret message 11011110

Figure 1: Data embedding through PVD with example

process of Wu and Tsai ’s method is quite simple and easy.
Given two consecutive pixels P, and P, 41 of the stego
image, we compute their difference value d" and obtain
d=|P, 41 P.|. Then we use the original reference table
R in the embedding phase to obtain the same sub range.
The length ¢ of the hiding capacity can also be gained by
using Equation (1). Then we extract message m; = d -
Ib and convert the decimal value m; into a binary string
whose length is ¢ bits. For example, in Figure 1, m;=
21 — 8 = (13)10 and ¢t = 4, and then secret data (1101),
is extracted.

2.2 Tian ’s Scheme

Tian [22] presented a reversible data hiding technique
based on a difference expansion for gray-scale images.
Consider a pixel pair of cover image P, and P, ;. Af-
ter embedding 4 bits secret data using PVD, we obtained
modified pixel P; and P;, +1- For embedding secret data
within consecutive pixel pair P; and P;, 11, where 0< (Pg;,
P;H) < 255 the following process is discussed. The av-
erage value A and the difference value d is computed by

P:;:+Pa;+1

A==

J’d:‘Pzr_Perll' (2)

The inverse integer transform of Equation (2) is

d

JaP;H:A* LiJ

d+1

P,=A+| 5

(3)
Such a transform in Equation (2) and Equation (3) are
called integer Haar wavelet transform or S transform. Ob-
viously, the transform is a one-to-one correspondence be-
tween (P, | P;H) and (A,d). That means, it meets the
requirement of reversibility. Tian expands the difference
twice for vacate a space and embed a secret bit s, where
s € {0,1} is the binary secret and generates a new differ-
ence value d by

d,:2><d—|—s.

The new pixel values P: and P; 41 are obtained by

(B Pl = (A |5 A 15D,

Finally, the embedding operation is completed, and
it produces a stego-image pixel pair by modifying (P,

ceiling= |1-‘2-|=2 floor= EI«‘ZJ:Z
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and P;_H) to (P, and P;/H). Figure 2 is the illustra-
tion of Tian’s difference expansion scheme. During ex-
traction the secret message, the difference value of con-
secutive pixel pair (P, , P, 4 1) is obtained by calculating
d = |P;/ — P;,/+1|. The secret bit s can be extracted by
computing s = d mod 2 . Then, the average value A and
the original difference value d are obtained by

, P + P
A = L%J

d/
2/

4= |

Now, the original pixel values are recovered using

d+1 ’

’ ’ ’ d
(Pl Pl = (4 + 5=, 4 = 15))
l 2d+s l
| e |
! d '
| |
; ] :
0 ! ! ! 25
| Piy) n Piy | (Pixel values)

P'iy)

Figure 2: Difference expansion

3 Proposed PVDE Scheme

In this paper, we propose a new reversible data hiding
scheme by combining Pixel Value Difference (PVD) and
Difference Expansion (DE) on dual image called PVDE.
According to this approach, first we have to select two
consecutive pixels x; and x;41 from cover image C'. Then
we calculate the pixel value difference d between z; and
Ti4+1 that is

d= |5L‘Z — .’L’i+1|.

The number of secret bits which will be embed-
ded in the cover image is determined with the help of
a reference table R. The reference table have equal
sub range [lb,ub] having length w that is w = ub —
b+ 1. In our proposed PVDE scheme, w is taken
as 16. Hence forth the contiguous sub-ranges are
{0—15, 16 — 31, 32 —47, ..., 240 — 255} which have
capability to embed 4 secret bits within each pixel pair
through PVDE in cover image. Now to embed 4 bits, two
new parameters d and d’ are introduced as follows:

d =

"

d =

lb —+ mi
d —d
where my is decimal value of the secret message of size

4 bits. After that the pixel values z; and x;y; are ad-
justed into two new pixel values x; and x,;, by following
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modifications.

/

€X.: =

i .’,131‘—5

Tiy1 = Tit1 7

where § = [%-] and v = |%4-]. Then we apply DE on
the pixels x; and x; 11 to embed one bit. Now, we deter-
mine the lower range from the reference table R where the
difference d belongs to. Then we calculate the parameters
h, A and h" as follows

h = (d—1b)
= (2;+T141)/2
K = (2xh+ms)

where mo is one bit secret message. After this the pixel
pair z; and z,,, are again modified by

A+ 6
A—m

8
|

where 0; = [gh'//2ﬂ and y; = L/(h//Q)J Finally, the stego
pixel pairs (z;, 2, ,,) and (z; , 2, ,) are distributed among
dual stego image, Stego Major (SM) and Stego Auxiliary
(SA) based on shared secret key K. If K = 1, then the
pixel pair (.T;, m; +1) is stored within the stego image SM
and the pixel pair (m;/,x;/ﬂ) is stored within the stego
image SA. Again if K = 0 then the pixel pair (z;,2;,,)
is stored within the stego image SA and the pixel pair
(:c;',x;/ﬂ) is stored within the stego image SM. The de-
tailed schematic diagram of our proposed PVDE method
for embedding process are shown in Figure 3 and the cor-

responding algorithm is shown in Algorithm 1.

Algorithm 1: Data embedding of PVDE

Input: Original image I (M X N), Secret message M,
Shared secret key K.
Output: Two stego images, Stego Major (SM) and
Stego Auxiliary (SA) of size (M x N).

1: Select pixel pair (z;, z;4+1) from I in raster scan order;

2: Calculate difference d = |z; — x;41];

3: Select 4 bits secret message from M and convert into
decimal value m, and 1 bit as mo;

4: Calculate d = my +1b; where, [b is the lower bound of
the sub range of reference table R in which d belongs
to;

5. Calculate d =d — d;

6: Compute § = [% and v = L%J;
7. if (J?l > l‘i—i—l) then

8: xi:$i+7§$i+1:$z‘+1—5;
9: else

100z, =2 —0; Ty =Tig1 + 7
11: end if

12: Calculate h = (d — Ib);
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(ﬂ) Original image I(M x IV) Range table of FVD
- i O(lower)
| Shared Secret Key:10110
y 16 (lower)

32

255

rX=(lif—10“’(‘l'
f(x)=x*2+M;(2)

| § |

Stego image (SA)

Stego ilnge (S
(M x N) (M xN)
®) ©

Figure 3: Schematic diagram of PVDE for data embed-
ding process

13: Calculate b = 2 x h + mso; where, mo is 1 bit secret
message;
(@i Fei) |,
= L 2 = J

3

14: Calculate Average A
15: Calctlllate ,51 =[%7; and v, = | & ];

16: if (z; > z;,,) then

17: :v;»/:A—&—(Sl;x;/_s_l:A—vl;

18: else

190z, =A—y ;2 =A+ 0

20: end if

21: if (K =1) then

22:  Store (x;,%,,,) within stego image SM and store
(z; , 1:;;1) within stego image SA;

23: else

24:  Store (z;,z;,,) within stego image SA and store

" 1"

(z; ,2,,,) within stego image SM;
25:  Repeat Line-1 through
length(M) = 0;
26:  Dual stego image SM and SA are generated;
27: end if
28: End

Line-24 until

At the receiver end, both the data extraction and orig-
inal image reconstruction are performed by taking pixel
from both the stego images SM and SA based on K. If
K = 1, then select pixel pair (x;,x;_H) from SM and
apply data extraction using PVD and at the same time
select pixel pair (x;/,x;'ﬂ) from SA and apply data ex-
traction using DE. If K = 0, then apply the pixel pair se-
lection Jprocess opposite manner, that means select pixel

’

pair (z;,2;,,) from stego image SA and (x;/,x;;_l) from
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stego image SM. Now the data extraction and original
image reconstruction process are described as follows:

d =

m; =

|lz; — $i+1|
d—1b

where [b is the lower bound of the sub range of the refer-
ence table R to which d belongs to and my is the 4 bits
secret data. To recover another secret bit, we perform

h =z —x;

and collect one bit secret message (mg) from LSB of h'.
To recover the original image, we perform the following
calculations

h
h = 5]
d = (h+1b)
" _ dl_d
d//
6= [5
d//
Y= LjJ'

Now, the original image pixel (z;,x;+1) is recovered by

’ . ’ ’
x/i+1+6 if o, > x4
x; 1 —7 otherwise

Z;, =7,
T, X = 7
( (2 H—l) { %‘"‘57
The extraction process of our proposed PVDE scheme is
explained using a schematic diagram in Figure 4. The
corresponding algorithm for data extraction and original
image reconstruction is explained in Algorithm 2.

Algorithm 2: Data extraction of PVDE

Input: Two stego images SM and SA, Shared secret key
K.
Output: Original Image I(M x N); Secret Message M;

: Select pixel pair from SM and SA in raster scan order;

—_

2: if (K =1) then

3:  Collect (m;,m;ﬂ) from SM and collect (x;l,x;lﬂ)
from SA;

4: else
Collect (96;796;4_1) from SA and collect(x;/,x;;_l)
from SM;

6: end if

7. Calculate d = |z; — :c;ﬂ\;

8: Secret message m; = d — lb, where [b is the lower
bound of th,e sub Bzmge”of range table R;

9: Calculate h = (x; — x;,); (Extract secret message
bit mg from LSB of h');

10: Calculate h = [2-|;

11: Calculate d = (h + Ib); where [b is the lower bound
of the sub range of the reference table R in which d:
belongs;
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Stego image (SM)(M x IV)

Y

Stego image (SA)(M xN)
_ —wa

key=0

ApplyPVD___ ¥ Apply DE

Secret message

| P

0, ||:> Secret message

Original image I(M x N)

(©

Figure 4: Schematic diagram of PVDE for data extraction
process

12: Calculate d = d — d;

"

13: Calculate § = [4-T;

14: Calculate v = L%”J;

15: if (2 > x;_H) then

160 Ty =Ty — 7 Tig1= m;_H +9;

17: else

18 3= a; + 0 v = x;H —;

19: end if

20: Repeat Line-1 through Step-19 until all data are
extracted;

21: End

4 Overflow and Underflow

When the stego pixel value cross the upper range of gray
scale then overflow occur and cross the lower limit of gray
scale then underflow occur. We have use 8 bit image
where gray scale is [0-255]. Suppose we have a pixel pair
(Cq, Cp) with pixel values C, = 250 and C, = 255 and 4
bits secret data is (1101)g that is (13)10. The difference
between two pixels d is | 250 — 255 |=5 and the new
difference d is 13+0=13. Therefore, m =13-5=8, c=4
and f=4. After embedding, the stego pixel pair becomes
P, = 246 and P, = 259 which cross the upper limit that
means P, > 255 which shows overflow problem.

For underflow, suppose C;=0 and C,=7 and 4 bits se-
cret data is (1010)3 that is (10)19. The difference between
two pixels d is | 0 — 7 |=7 and the new difference d  is
10+0=10. Therefore, m =10-7=3, c=2 and f=1. The
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stego pixel pair becomes P, = —2 and P, = 8. We ob-
serve that P, < 0 which shows underflow problem.

To overcome this problem, we do not embed any secret
data within those specified pixel pair. We observed that
after data embedding, the difference between two pixels
is not much more than 31. To overcome the overflow
problem, we use difference expansion method and set the
difference 32 when data hiding by difference expansion is
0 and subtracting 32 from the average of two pixels. So,
the modified pixel pair becomes (D, = avg—32, Dy = P)
and set the difference 33 when data is 1 by subtracting
33 from the average of two pixels. So, the modified pixel
pair becomes (D, = avg — 33, D, = P,).

To overcome the underflow problem, we set the dif-
ference 32 when data is 0 by adding 32 with the aver-
age of two pixels. So, the modified pixel pair will be
(Do = avg + 32, D, = Py) and set the difference 33 when
data is 1 by adding 33 with the average of two pixels. So,
the modified pixel pair will be (D, = avg + 33, D, = P,).

In the receiver side, when difference between the pix-
els D, and Dy is 32 or 33 the receiver understand that
secret message is not embedded within that pair (P,, P)
corresponding to (D, Dy).

Input Images (256 X 256)

(2) house
(256 x 256)

(1) cameraman
(256 x 256)

4) lake
(256 x256)

(3) Fi6
(256 x 256)

i !
(8) pirate
(256 x256)

()] iJPPP“l'S
(256 x 256)

7 (6) ﬁvhlg'uonn 7
(256 x 256)

(5) lema
(256 x 256)

(11) Zelda
(256 x 256)

(9) bridge (10) Tiffany
(256 X 256) (256 x 256)

(12)  Goldhill
(256 x 256)

Figure 5: Standard test images with (256 x 256) pixel

5 Experimental Results and Com-
parison

In this section, our proposed method (PVDE) is verified
and tested using gray scale image of size (256 x 256) pix-
els collected from [25] shown in Figure 5. After embed-
ding the secret messages, dual stego image, Stego Major
(SM) and Stego Auxiliary (SA) are generated as shown
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in Figure 6. Our developed algorithms: PVDE embed-
ding and extraction are implemented in MATLAB Ver-
sion 7.6.0.324 (R2008a). Here, the distortion is measured
by means of two parameters namely, Mean Square Error
(MSE) and Peak Signal to Noise Ratio (PSNR). The
MSE is calculated as follows:

M N

S [X(i.)

i=1j=1

_Y(ivj)]Q

(M x N)

MSE =

where M and N denote the total number of pixels in
the horizontal and the vertical dimensions of the image
respectively.

(b) Two stego Images SM and SA (256 X 256)

& &

(3) house SM “)
(256 X 256)

(1) cameraman SM
(256 x256)

(2) cameraman SA
(256 X 256)

house SA

(256 X 256)

. - s

lake SA
(256 X 256)

(7) lake SN )
(256 X 256)

(6) F16 SA
(256 x 256)

(5) F16 SM
(256 x 256)

S e

(12) livingroom SA
(256 x 256)
[

(11) livingroom SM
(256 x 256)

() lena SM
(256

(10) lena SA
(256 x256)
et

L E - o
(14) peppers SA
(256 x 256)

(16) pirvate SA

(13) peppers SM (256 x256)

(256 x 256)

(19) Tiffany SM
(256 x256)

(17) bridge SM
(256 x256)

(18) walkbridge SA
(256 x256)

i e

: 1) Golduill SM (22) Goldhill A
23) Zelda SM g
@9 256 % 256) @ f;‘:":; o (256 X 256) (256 x 256)

Figure 6: Dual stego images of (256 x 256) pixels after
data embedding

X (i,7) represents the pixels in the cover image and
Y (i, 7) represents the pixels of the stego image. The dif-
ference between the original and stego images were as-
sessed by the Peak Signal to Noise Ratio (PSNR). The
formula of PSNR is as follows:
255

PSNR =10 lOglOM—SE
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Table 1: Data embedding capacity with PSNR

Image Data(bits) | PSNR(SM) | PSNR(SA) | Avg. PSNR
70,000 13.40 12.72
cameraman 80,000 35.75 38.84 36.77
1,60,000 30.77 36.10 :
1.63.592 30.35 36.14
40,000 17.00 31.88
80,000 70.59 38.53
house 1,60,000 35.84 36.01 38.95
1.63.592 35.70 35.07
40,000 I7.07 13.29
80,000 37.18 39.36
F16 1,60,000 31.65 36.48 37.88
1.63.592 31.62 36.41
40,000 36.95 315
80,000 33.47 39.70
lake 1,60,000 30.82 37.03 36.08
1.63.592 30.63 36.03
40,000 3031 1378
80,000 35.31 10.19
Lena 1,60,000 30.77 37.2% 36.93
1.63.592 30.67 37.18
40,000 38.03 13.47
L 80,000 34.18 10.02 .
livingroom —45-555 31.37 37.19 36.69
1.63.592 37.31 3711
40,000 30.67 13.47
eoners 80,000 35.45 39.03 477
bepp 1,60,000 32.02 36.08 :
1.63.592 32.86 36.89
40,000 39.79 13.75
. 80,000 35.29 1023 .
pirate 1,60,000 31.58 37.15 37.05
1.63.592 37.48 37.00
40,000 3457 13.51
) 80,000 32.39 10.47
bridge 1,60,000 30.50 37.51 35.85
1.63.592 30.44 37.42
40,000 70.44 33.75
. 80,000 36.32 10.20 o o
Tiffany 1,60,000 32.00 37.19 37.36
1.63.592 37.02 37.12
40,000 12.20 13.76
80,000 39.10 70.00
Zelda 1,60,000 36.08 36.0% 38.87
1,63.592 35.86 36.90
40,000 1584 12.85
) 80,000 39.77 39.48 e o
Goldhill 1,60,000 34.09 36.80 38.66
1.63.592 34.06 36.76

Higher the values of PSNR between two images indicates
better the quality of the stego image and very similar to
the cover image where as low PSNR demonstrates the op-
posit. Table 1 shows the experimental result upon Cam-
eraman, House, Jet Plane, Lake, Lena, Living Room,
Peppers, Pirate, Walk bridge and Woman images. Ta-
ble 1 shows the average PSN R of SM and SA with cover
image. To asses the embedding capacity, we calculate
payload (B) in terms of bits per pixel (bpp) using the
following expression.

(%) 1) x N x5
(2M x 2N)

B =

For example, if M = 512 and N = 512 then B =
% = 1.25. The bpp B of our dual image based

PVDE scheme is 1.25.

To measure the complexity, we assume that the size
of the cover image is (M x N) and the data embedding
process embed five secret bits within a pixel pair. Two

639

copies of cover image is used to distribute the stego pixel
and each pixel pair from cover image produce two copies
of pixel pair. So, the time complexity is O(MN). On
the other hand, during data extraction, we need to scan
the pixel pair from dual image depending on key. So, the
time complexity is O(2M N).

Table 2 lists the average PSNR values with payload of
different existing dual image based data hiding scheme.
The average PSNR of the stego images of the proposed
scheme is lower than the method proposed by Qin et
al.’s [18], Lu et al.’s [14, 15], Chang et al.’s [2, 3] and
Lee et al.’s [11, 12] schemes. But the average PSNR is
higher than the method proposed by Lee et al.’s [10] and
Zeng et al.’s [27] schemes. The embedding payload of our
scheme is 1.25 bpp which is higher than the other exist-
ing dual image based schemes. The embedding payload of
the methods proposed by Qin et al. [18] is approximately
0.09 bpp less than that of our proposed PVDE method.
The payload of Lu et al. [15] and Chang et al. [2, 3] is
approximately 0.25 bpp less than our PVDE method. It
is observed that our PVDE is superior than the other
dual image based schemes in terms of embedding payload
(bpp). From the above discussion, one can conclude that
PVDE is better than other existing scheme in terms of
payload, and the PSNR is also reasonable which implies
the quality of the stego image is good.

Table 2: Comparison of average PSNR and payload (bpp)
with existing schemes

Scheme Avg. PSNR (dB) Capacity (bpp)

Chang et al.(2007) 45.1225 1.00
Chang et al.(2009) 48.14 1.00
Lee et al. (2009) 52.3098 0.74
Too ot al. (2010) 34.38 0.91
Zeng et al. (2012) 32.74 1.04
Lee and Huang (2013) 49.6110 1.07
Qin et. al. (2014) 52.11 1.16
Lu ot al. (2015) 19.20 1.00
Proposed PVDE 38.95 1.25

6 Steganalysis

Steganalysis is the art of discovering whether or not a se-
cret message is exist in a suspected image. Steganalysis
does not however consider the successful extraction of the
message. Now a days, steganographic systems does not
achieve perfect security. So, they all leave hints of em-
bedding in the stegogramme. This gives the steganalyst
a useful way in to identifying whether a secret message ex-
ists or not. Steganalyst perform this work in various ways.
The way is divided into two main categories-Targeted and
Blind steganalysis. Some of the targeted steganalysis are
visual attack, statistical attack and structural attack and
one of the famous blind steganalysis method is RS anal-
ysis.
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6.1 RS Analysis

We analyzes our stego images by RS analysis [4]. Let us
assume that we have a cover image of size (M x N). In
RS analysis method, first the stego image is divide into
disjoint groups G of n adjacent pixels (z1,...,x,). Each
pixel value is in a set P that is p = {0,1,...,255}. Here,
each group consist of 4 consecutive pixels in a row. Define
a discrimination function f that returns a real number
f(z1,...,2,) € R to each pixel group G = (z1,...,2,).
The main goal of use the discrimination function is to
identify the ”Smoothness” or ”Regularity” of each group
of pixels G. The discrimination function f is define as:

n—1

xn) = Z |$i+1 - 1‘1|

i=1

f(l‘l,...,

An invertible function F is define which is operates
on P, called "flipping”. Flipping consists of two-cycles
which permutes the pixels value. So, F?= Identity or
F(F(x)) = « for all x belongs to P. Flipping the LSB of
each pixel value and the corresponding permutation F1
is: 0 ¢ 1,2 < 3,...,254 < 255. Define another func-
tion, named shift LSB flipping and treated as F_;. So
the permutation F_1: —1 <> 0,1 <> 2,...,255 <> 256. In
the other word, F_; flipping can be define as:
F_i(x)=Fi(z+1)—1, forallz.

There are three types of groups Regular groups (R), Sin-
gular groups (S) and Unusable groups (U) which are de-
fine depend on the discrimination function f and the flip-
ping operation F. Depending on the condition groups are
define below.

GeR if f(F(G)) > f(G)

GeS if f(F(G)) < f(G)

GeU if f(F(G)) = [(G)
where F(G) = F(z1),...,F(z,).

The flipping operation will be execute with the help of a
mask value M, which is a n tuples with values -1, 0, and
1. The flipped group Fj(G) is defined as (Far(1)(z1),
Fr(2)(22), ..., Fa(n)(zn)). The RS analysis based on
analyzing how the number of regular and singular groups
changes with the increased message length embedded in
the LSB plane.

Then calculate the value of RS analysis using the fol-
lowing equation.

((1Rar = Bom| + [Svr — S—m|)/(Rmr + Swr))

where R); and R_ )y is the total number of regular group
with mask M and -M respectively. Syp; and S_,; is the
total number of singular group with mask M and -M re-
spectively. When the value of RS analysis is closed to
zero means the scheme is secure. The stego images are
tested under the RS analysis. It is observed from Tables 3
and 4 that the values of Ry; and R_ps, Sy and S_j are
nearly equal for stego image SM and SA. Thus rule Ry,
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Table 3: RS analysis of PVDE method (Stego image SM)

Image Data SM
R]w R_ M S]w S,M RS value
20000 7118 7107 3551 3594 0.0051
Cameraman 50000 6768 6851 3944 3895 0.0123
75000 6304 5947 4943 5279 0.0616
114582 | 6207 6035 4997 5173 0.0311
20000 5617 5607 4067 4068 0.0011
Lena 50000 5563 5476 4291 4337 0.0135
75000 5636 5539 4517 4589 0.0166
114582 | 5641 5387 4509 4709 0.0447
20000 5893 5815 4960 5105 0.0205
Baboon 50000 5897 5875 5076 5131 0.0070
75000 6018 5813 5107 5313 0.0369
114582 | 5844 5986 5256 5123 0.0248

Table 4: RS analysis of PVDE method (Stego image SA)

Image Data SA
Rar R_ S S_m RS value
20000 6945 7078 3877 | 3721 0.0267
Cameraman 50000 6506 6535 4490 | 4472 0.0043
75000 6514 6528 4287 | 4224 0.0071
114582 | 6538 6647 4283 | 4225 0.0154
20000 5575 5565 4139 4133 0.0016
Lena 50000 5590 5514 4239 | 4299 0.0138
75000 5587 5442 4579 4665 0.0227
114582 | 5652 5621 4592 | 4553 0.0123
20000 5876 5881 4995 5092 0.0094
Baboon 50000 5821 5878 5121 5147 0.0076
75000 5895 5827 5196 5283 0.0140
114582 | 5874 5830 5194 | 5206 0.0051

>~ R_j and Sy = S_jy is satisfied for the stego image
in our scheme. So, the proposed method is secure against
RS attack. In our experiment, the ration of R and S lies
between 0.0051 to 0.0616 for SM and 0.0043 to 0.0267 for
SA of Cameraman image.

6.2 Relative Entropy

To measure the security in our proposed method, the rel-
ative entropy (D) between the probability distributions
of the original image (P) and the stego image (Q) is cal-
culated by

D(Q||P) = log

> alx
When relative entropy between two probability distribu-
tion functions is zero then the system is perfectly secure.
D(Q||P) is a nonnegative continuous function and equals
to zero if and only if p and ¢ are coincide. Thus D(Q||P)
can be normally considered as a distance between the
measures p and q. Relative entropy of the probability
distribution of the original image and the stego image
varies depending upon number of bits of secret message.
In our experiment, it is shown that when the number of
characters in the secret message increases, the relative en-
tropy in stego image is also increases. The relative entropy
in our experiment is varies between 0.0027 to 0.0131 for
lena image which implies the proposed scheme provides
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Table 5: Relative entropy between I and SM
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T

Image Data(Bytes) | Entropy I | Entropy SM | Difference -
5000 7.4451 7.4451 0.0027 -
Lena 10000 74451 7.4452 0.0058 -
20000 74451 7.4452 0.0105 e
20249 7.4451 7.4453 0.0131 "
5000 7.0480 7.0480 0.0031 |
Barbara 10000 7.0480 7.0482 0.0064 Mistogan of 1
20000 7.0480 7.0485 0.0112 stog
20249 7.0480 7.0486 0.0134 -
5000 7.2925 7.2925 0.0029 - o
Tiffany 10000 7.2925 7.2925 0.0057 a -
20000 7.2925 7.2926 0.0122 ™ -
20249 7.2925 7.2926 0.0129 - s
5000 7.2767 7.2767 0.0039 - o
Pepper 10000 72767 72768 0.0077 w )
20000 72767 72770 0.0142 =
20249 72767 72771 0.0169 " L
5000 7.2367 7.2367 0.0034 - -
L .
20249 72367 72379 0.0143 .

secure hidden communication. Other relative entropy val-
ues with SM are depicted in Table 5.

6.3 Histogram Attack

Figure 7 depicted the histogram of the cover and stego
image and their difference histogram are obtained. The
stego image are produced from cover image employing
the maximum data hiding capacity. It is observed that
the shape of the histogram is preserved after embedding
the secret data. Histogram of cover image is represented
as h whereas histogram of stego image is represented as
h'. The change of histogram can be measured by

255
Dy =" |hy = huml.
m=1

The difference of the histogram is very small. It is ob-
served that, bins close to zero are more in numbers and
the bins which are away from zero are less in numbers.
This confirm the quality of stego image. There is no step
pattern observed which ensure the proposed method is
robust against histogram analysis.

6.4 Statistical Attack

The proposed scheme is also assessed based on statistical
distortion analysis by some image parameters like Stan-
dard Deviation (SD) and Correlation Coefficient (CC) to
check the impact on image after data embedding. The
SD before and after data embedding and CC of cover
and stego images are summarized in Table 6. Minimizing
parameters difference is one of the primary aims in order
to get rid of statistical attacks. From the Table 6 it is seen
that there is no substantial divergence between the SD of
the cover-image and the stego-image. This study shows
that the magnitude of change in stego-image based on
image parameters is small from a cover image. Since the
image parameters have not changed much, the method

o 1 a1 im = Kl &l

]

Difference histogram (I & SM) Difference histogram (I & SA)

Figure 7: Histogram of Original, SM, SA and difference

Table 6: Standard Deviation (SD) and Correlation Coetf-
ficient (CC)

Image SD CC
I SM SA I&SM | I&SA | SM & SA
Baboon 38.37 | 37.85 | 38.54 0.98 0.99 0.97
Cameraman 61.59 61.12 61.73 0.99 0.99 0.99
Lena 47.83 | 47.43 | 47.97 0.98 0.99 0.98

offers a good concealment of data and reduces the chance
of the secret data being detected. Thus, it indicates a
perfectly secure steganographic system.

6.5 Attacks with Unknown Secret Key

We have used 128 bits shared secret key K to distribute
pixel among dual images. The scheme is secure to pre-
vent possible malicious attacks. The proposed scheme
constructs two stego images which protect original infor-
mation by hiding secret information in both images SM
and SA. The Figure 8 shows the revelation example where
with key and without key stego images are used to revel
the hidden message. If the malicious attacker holds the
original image and dual images and is fully aware of the
proposed scheme, the hidden message still cannot be cor-
rectly revealed without knowing the correct secret key.
The result indicate that the attacker only acquires noise
-like images when applying incorrect secret key to reveal
the hidden message. Furthermore, the attacker may em-
ploy the brute force attack that tries all possible permu-
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Secret key: 1a2b3c4dSe6f7g8h
(16 characters)= 128 bits

Secret Data as Image
(110x 200)

| With wroeng secret key
Say,
m2n3h4bSvegTs8p

Stego Innage SM

Noise like secret image

Figure 8: Noise like secret data with wrong secret key

tation to reveal the hidden message. The secret key are
128 bits length, so, the number of required trials to reveal
the hidden message are 2'2® which are computationally
infeasible for current computers. The proposed scheme
achieve stronger robustness against several attacks when
compared with existing data hiding. Furthermore, the
secret information can be retrieved without encountering
any loss of data and recovered original image successfully
from dual image.

7 Conclusion

In this paper, on the basis of pixel value difference and
difference expansion a dual image based reversible data
hiding scheme (PVDE) is introduced. Here, the reference
table is modified allowing fix size four bits data embedding
capacity. During difference expansion we keep the differ-
ence value of a subrange from the reference table which
helps to recover the original image from stego images. In
our proposed PVDE method, PVD achieved reversibility
which demands the originality of our method. Also PVDE
achieves security using the shared secret key by which
stego pixels are distributed among two stego images. A
shared secret key K has been used which guarantees secu-
rity. The RS analysis provide low value which fulfilled the
art of steganography. The visual attacks are analyzed by
histogram analysis and statistical attacks are performed
by SD and C'C which provide robustness against several
attacks. Also, the scheme maintains low relative entropy.
In addition, it gains good PSNRs and higher payload than
other existing methods of dual image based data hiding.
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